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1 Preliminary considerations 

The assessment starts with a set of preliminary considerations to clarify the sources of information and help define the 
effect modification under consideration. 

Study reference(s): Use this section to provide a link to the study or publication(s) under consideration. It may also be 
helpful to specify the comparison of interest, especially if a study includes more than two arms. 

If available, protocol reference(s): For optimal assessment, some credibility considerations require that the authors 
have produced an accessible study protocol or statistical analysis plan, ideally time-stamped. If available, provide a link 
to a study protocol (e.g., a published protocol or an entry in a study registry such as ClinicalTrials.gov). Many protocols, 
however, provide insufficient information regarding analyses of effect modification.  

State a single outcome and, if applicable, time-point of interest: Use this section to specify a single outcome of interest. 
In most studies, there is only one population, intervention, and comparator, but usually multiple outcomes. Because 
ICEMAN refers to a single outcome at a time, users must specify the outcome of interest and, if applicable, the time-
point of outcome assessment (e.g., mortality at 1 year follow-up).  

State a single effect measure of interest: Use this section to specify a single effect measure of interest (e.g., relative risk, 
risk difference, odds ratio, or hazard ratio for binary outcomes, or difference or ratio of means for continuous 
outcomes).  

The type of effect measure is a key consideration because the magnitude of effect modification typically differs between 
effect measures, and in particular between measures of relative versus absolute effect.1-4 Therefore, the credibility 
rating is likely to differ depending on the chosen effect measure.  

Example: An RCT showed that a lifestyle modification program can prevent diabetes.5 A subgroup analysis 
compared the preventive effect after dividing the patient in four groups according to their predicted risk of 
developing diabetes. On the relative hazard ratio scale, the effect of the lifestyle modification was consistent 
across risk groups (i.e., no suggestion of effect modification). On the absolute risk difference scale, however, the 
effect was much greater in high-risk than in low-risk patients.6  

State a single potential effect modifier of interest (e.g., age, comorbidity): Use this section to specify the potential 
effect modifier of interest (i.e., only one effect modifier on each ICEMAN form). Effect modifiers may be patient 
characteristics (e.g., disease severity, age, or type of tumor), intervention alternatives (e.g., different doses, co-
interventions, or modes of administration), or, in a meta-analysis, methodological study characteristics (e.g., risk of bias, 
outcome definition, type of funding). Note that the instrument does not apply when the effect modifier is another 
outcome (see following section). 

For continuous effect modifiers, it may also be helpful to specify any thresholds used. 

Note that an effect modifier (e.g., sex) is different from a particular subgroup (e.g., women). 

Was the effect modifier measured before or at randomization? The instrument applies to potential effect modifiers 
assessed before or immediately after randomization, e.g., baseline variables or a stratification variable at randomization. 
If the effect modifier was measured after randomization, e.g., an intermediate outcome, the assessment of effect 
modification is complicated and potentially misleading.7-21 Those analyses require different methods13, 17, 22 and result in 
less secure conclusions.  
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There are exceptions in which the instrument does apply to effect modifiers measured after randomization: 1) The 
effect modifier is a non-modifiable characteristic such as sex or age; 2) For meta-analyses: the effect modifier is a study 
characteristic such as risk of bias, length of follow-up, or mean received dose.  

Example: An RCT testing strict or conventional management of hyperglycemia with insulin therapy in ICU 
patients claimed an effect modification by length of hospital stay. Among patients who stayed in the ICU for less 
than three days, mortality was greater among those receiving intensive insulin therapy. In contrast, among 
patients who stayed in the ICU for three or more days, mortality was lower among those receiving intensive 
insulin.23 Length of ICU stay (i.e., the apparent effect modifier), however, was shortened by the intervention. 
Therefore, the control patients needed a better baseline prognosis in order to qualify for the short-stay subgroup 
than patients in the intervention group. This prognostic imbalance between intervention and control group 
within the length of stay subgroups likely created the differences in mortality.  

2 ICEMAN for randomized controlled trials 

2.1 Was the direction of effect modification correctly hypothesized a priori? 
Item explanation: Credibility is higher if investigators correctly anticipated the direction of the effect modification (e.g., 
that an intervention is more effective in younger than in older patients), lower if they failed to anticipate a direction, and 
lowest if they anticipated the opposite direction. This item captures a number of credibility considerations: 

Correct anticipation of an effect modification implies that the investigators had a specific hypothesis in mind - usually 
based on a biologic or other causal rationale, or sometimes based on prior evidence (see next item). For instance, 
investigators may have anticipated a stronger relative effect in younger than in older patients because a disease may be 
too advanced in older patients for the intervention to be effective. If the data conforms to this hypothesis, the credibility 
is increased, otherwise decreased.  

If the a priori specification of the effect modification hypothesis does not include a direction (e.g., by specifying the in 
the protocol that that the effect may vary by age but failure to say whether the effect is greater in the old versus the 
young or the other way round) this is weaker and probably not much better than having no prior hypothesis at all. In the 
Bayesian framework, the idea of a specific a priori hypothesis corresponds to using an informative rather than non-
informative prior.24, 25  

In addition, the item captures that an explanation (e.g., a biological rationale) stated a priori is much more credible than 
a post hoc explanation. If post hoc, investigators had likely considered many possible explanations, thereby creating a 
multiplicity problem.8, 11, 26-30 Hypotheses are most credible if verified in a prior, ideally in a time-stamped protocol or 
analysis plan.  

Note that statements of pre-specification may not be reliable,31 nor do they imply a specific hypothesis, nor do they 
preclude issues of multiple analyses.  

Note that if an effect modifier was a stratification factor at randomization, it does not necessarily imply a specific 
hypothesis, but it may increase the likelihood that this was the case. 

Note that the direction of an effect modification may depend on the type of effect measure if the effect modifier is also 
a prognostic factor (most are).  

Response options and examples: 
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[ ] Definitely no: Clearly post-hoc or results inconsistent with hypothesized direction or biologically very 
implausible. 
Example 1: The ISIS-2 trial testing ASA conducted a provocative post hoc subgroup analysis comparing patients 
born under different astrological signs. ASA had a slight adverse effect in patients born under the sign of Gemini 
or Libra but a substantial benefit in patients born under other astrological signs. The example became famous 
because the finding was obviously post hoc and not compatible with any biological model.  
Example 2: In a trial comparing the effect of vasopressin versus norepinephrine for septic shock on mortality, the 
authors had hypothesized that the benefit of vasopressin over norepinephrine would be larger in patients with 
more severe septic shock. It turned out, however, that the benefit of vasopressin seemed to be greater in the 
patients with less severe septic shock (RR 1.04 in more severe v 0.74 in less severe septic shock, interaction 
P=0.10). The investigators’ failure to correctly identify the direction of the subgroup effect appreciably weakens 
any inference that vasopressin is superior to norepinephrine in the less severely ill patients.32 

[  ] Probably no: Vague hypothesis or hypothesized direction unclear. 
Example: The investigators of the first large trial of aspirin for patients with transient ischemic attacks reported 
that aspirin had a beneficial effect in preventing stroke in men, but not in women with cerebrovascular disease.33 
For many years, this led many physicians to withhold aspirin from women with cerebrovascular disease. Although 
the investors may have planned a priori to explore subgroup effects by sex, they had not anticipated a specific 
direction based on biologic rationale or prior evidence. Therefore, the effect modification had a very low prior 
probability of the effect modification being true. Subsequent studies and meta-analyses failed to replicate the 
subgroup effect.34 

[  ] Probably yes: No protocol available but unequivocal statement of a priori hypothesis with correct direction 
of effect modification.  
Example: A trial in patients requiring dialysis compared jugular versus femoral catheterization and found no 
significant difference with respect to catheter colonization. An analysis of effect modification suggested that 
jugular catheters were superior in patients with high BMI but inferior in patients with a low BMI. The authors 
claimed that they had correctly anticipated the direction of the effect modification but there was not protocol 
available.35  

 [  ] Definitely yes: Prior protocol available and includes hypothesis with correct specification of direction of 
effect modification, e.g., based on biologic rationale. 
Example: A trial comparing two types of nails (reamed versus undreamed Intramedullary nails) for tibial shaft 
fractures suggested that reamed nails were superior for closed but potentially inferior for open fractures.36 The 
investigators correctly anticipated the direction of effect modification in their published protocol based on a 
biologic rationale: damage of endosteal blood supply through reamed nails may be more detrimental in open 
than in closed fractures.37 

2.2 Was the effect modification supported by prior evidence? 
Item explanation: Credibility is higher if the effect modification is supported by prior direct or indirect evidence, lower if 
observed for the first time (often labelled as exploratory), lowest if inconsistent with prior evidence.  

Replication, ideally in another RCT, makes chance a less likely explanation for an apparent effect modification. Attempts 
for replication and successful replication, however, seem to be rare38 and prior evidence will be mostly unclear. 

Similar to the previous item, direction plays an important role. If two trials show different directions of effect 
modification, this markedly reduces credibility. Because of the role of chance, however, we should not expect to see the 
same magnitude of effect modification in all trials. Many trials will be underpowered and some may show the opposite 
direction due to chance alone. 
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Response options and examples: 

[  ] Inconsistent with prior evidence: Prior evidence suggested a different direction of effect modification. 
Example: A trial investigated the efficacy of neratinib in women with breast cancer who had previously received 
trastuzumab. An analysis of effect modification suggested that neratinib provided a greater survival benefit to 
women with hormone receptor-positive (HR 0.51, 95% CI 0.33–0.77) than to those with hormone receptor-
negative cancer (0·93, 95% CI 0.60–1.43; interaction p-value=0·054).39 In the discussion, the authors mention two 
related trials that showed similar survival benefits irrespective of hormone receptor status,40, 41 and three other 
related trials that suggested greater survival in patients with hormone receptor-negative disease than in those 
with hormone receptor-positive disease, i.e., the opposite direction of effect modification.42-44. 

[  ] Little or no support or unclear: No prior evidence or consistent with weak or very indirect prior evidence 
(e.g., animal study at high risk of bias) or unclear. 
Example: A trial in patients requiring dialysis compared jugular versus femoral catheterization and found no 
significant difference with respect to catheter colonization.35 An analysis of effect modification suggested that 
jugular catheters were superior in patients with high BMI but inferior in patients with a low BMI. The authors 
claimed that they had correctly anticipated the direction of the effect modification and provided a reference to a 
previous cohort study. The prior evidence, however, was unclear because the cited study provided no direct 
support for an interaction and was published after the trial had already started.45  

[  ] Some support: Consistent with more limited or indirect prior evidence (e.g., large observational study, non-
significant effect modification in prior RCT, or different population). 
Example: A trial testing Epoetin Alfa for critically ill patients suggested a reduction in mortality in patients who 
had a trauma but not in other patients.46 Although the interaction test was not significant (p-value 0.16), it was 
consistent with a similar effect modification seen in a previous RCT which - although not significant either – 
provides some empirical support.47  

[  ] Strong support: Consistent with strong prior evidence directly applicable to the clinical scenario (e.g., 
significant effect modification in related RCT).  
Example: A trial comparing low-carb versus low-fat diet found suggested modification by amount of insulin 
secretion. Low-carb diet was superior in patients with high insulin secretion but inferior in patients with low 
insulin secretion (interaction p=0.01).48 A previous RCT cited in the paper found a similar, significant effect 
modification (interaction p=0.02).49 

2.3 Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect 
modification?  

Item explanation: Credibility is higher if statistical test for interaction suggests that chance is an unlikely explanation for 
the apparent effect modification if the null hypothesis (i.e., no effect modification) were true.50-52 Credibility is lower if 
an interaction test suggests that an apparent effect modification is compatible with chance - or no test is available and 
impossible to compute. (Here we use the term interaction as a synonym for effect modification, acknowledging that 
some methodologists reserve the term for causal effect modification.50) 

For this item, consider the results of the interaction test (usually a p-value) as reported, irrespective of whether the p-
value was adjusted for the number of analyses or not, or effect modifiers were analyzed jointly or one-by-one. We deal 
with considerations of multiple analyses separately in the following item. 

Note that showing that an effect is significant in one subgroup and not in another is of little use: it provides no 
information whether chance might explain differences in effects across subgroups.11, 12, 51, 53, 54  
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A number of interaction tests are available. Most common in the context of RCTs is to include an interaction term in a 
regression model. Most reports of RCTs do not explicitly quantify the effect modification using a single number (e.g., by 
providing a ratio of risk ratios with associated confidence interval). Instead, they typically provide a plot or a table 
showing subgroup-specific estimates, ideally accompanied by p-values from a test of interaction.  

If no interaction p-value is reported, it can sometimes be calculated based on the reported data (point estimates of 
effect and confidence intervals in individual subgroups).55, 56 As rule of thumb is that the interaction p-value must be 
smaller than 0.05 if 95% confidence intervals of subgroup-specific estimates do not overlap. 

We anchored the response options around typical thresholds for p-values 0.05, 0.01, and 0.005, with a p-value of 0.005 
or smaller representing the most credible category. The response options recognize that p-value thresholds of 0.05 or 
even 0.01 may be too lenient for claiming statistical significance.57 Of course, these are arbitrary settings and some 
methodologists would recommend even lower thresholds. Because of the low power of many analyses of effect 
modification, however, this would decrease the responsiveness of the item and the instrument’s ability to distinguish 
more from less credible effect modification.  

Note that other statistical measures than p-values such as interaction confidence intervals or Bayes factors may be more 
informative and intuitive than p-values but are rarely reported.  

Response options and examples: 

[  ] Chance a very likely explanation: Interaction p-value > 0.05. 
Example: A trial comparing prostatectomy versus observation for early prostate cancer found no difference after 
nearly 20 years of follow-up. Based on interaction p-values larger than 0.05, the investigators hypothesized a 
potential benefit in the subgroup of patients with a low PSA value (interaction p=0.06) and in the subgroup of 
patients with an intermediate risk tumor (interaction p=0.08).58 The most likely explanation for those effect 
modifications is chance, especially considering the rating for the other items of the instrument.  

[  ] Chance a likely explanation or unclear: Interaction p-value ≤ 0.05 and > 0.01, or no test of interaction 
reported and not computable. 
Example: The PLATO trial compared the two platelet inhibitors Ticagrelor and Clopidogrel regarding prevention 
of cardiovascular events. A subgroup analysis comparing patients from different continents suggested that 
Ticagrelor is superior in patients from all continents but North America where it seemed to be inferior (p=0.05). 
The p-value suggests that 1 in 20 trials may show such an effect modification or larger, even if not true.59  

[  ] Chance may not explain: Interaction p-value ≤ 0.01 and > 0.005. 
Example: A trial comparing reamed versus unreamed Intramedullary nailing of tibial shaft fractures suggested 
that reamed nails a superior for open fractures but not for closed fractures. An interaction p-value of 0.01 
provided modest support against chance.36 

[  ] Chance an unlikely explanation: Interaction p-value ≤ 0.005. 
Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the 
effect on preventing death due to bleeding varied according to the time from injury to treatment. Early 
treatment ≤1 h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), treatment 
given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to increase the 
risk of death due to bleeding (RR 1.44). The interaction p-value was smaller than 0.0001 suggesting that the 
apparent interaction is not a chance finding.60  
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2.4 Did the authors test only a small number of effect modifiers or consider the number in their statistical 
analysis? 

Item explanation: Performing multiple tests is a major concern in the context of effect modification analysis. Trialists 
usually measure a large number of baseline variables, many of which they could test for potential effect modification. 
Because multiple tests increase the risk of a chance finding,61-63 credibility is higher if investigators have tested only a 
small number of effect modifiers. Conversely, credibility decreases with the number of tested candidate effect 
modifiers. We therefore advise counting the number of candidate effect modifiers stated, ideally verified in a protocol. 

Multiplicity issues can arise in different ways.64 Most obvious are situations in which investigators test multiple 
candidate effect modifiers and highlight significant results. Another important issue which we address in a separate item 
concerns selection of cut points of continuous effect modifiers. Other potential multiplicity issues include multiple time 
points, multiple scales,65 multiple outcomes, or multiple methods for testing the interaction. Therefore, even if the 
number of effect modifiers is small, one should consider whether other issues might have introduced multiplicity.  

An alternative to limiting the number of analyses is to statistically adjust the analysis for multiplicity. Credibility is higher 
if an effect modification persists after adjustment. Different techniques are available including correction of p-values 
considering the (familywise) type 1 error rate,66 testing all candidate effect modifiers in a common model, using a 
composite variable such as a risk score, or shrinkage estimators.53, 67 All techniques inevitably reduce power.8, 68, 69 Most, 
investigators, however, do not address potential multiplicity issues in design or analysis and leave the judgement to the 
reader - another reason why a small number of effect modifiers is most helpful.  

Assessment of multiplicity crucially depends on reporting (reporting guidelines for effect modification are available 70-72). 
Without knowing the number of effect modification analyses performed, we cannot assess the potential impact of 
multiplicity. Ideally, investigators would specify candidate effect modifiers along with definitions and analytic details in a 
protocol. If no protocol is available, one should look for explicit statements about the number of effect modifiers. A note 
of caution: an empirical study has shown that retrospective statements about the number of pre-specified subgroup 
analyses are not always reliable.31 Also note that a statement that a particular effect modifier was pre-specified does not 
rule out the problem of multiplicity because investigators may have pre-specified many other effect modifiers.  

In summary, this item requires counting the number of effect modifiers (perhaps considering additional multiplicity 
issues), if possible verifying them in a protocol, and considering whether investigators considered the number of 
analyses in their statistical analysis.  

Response options and examples: 

[  ] Definitely no: Explicitly exploratory analysis or large number of analyses (e.g., greater than 10) and 
multiplicity not considered in analysis. 
Example: A trial assessing the risk of stroke after carotid endarterectomy for symptomatic stenosis suggested 
that the benefit of the surgery is reduced in patients taking only low-dose aspirin because of an increased 
operative risk.73 The investigators had tested all their baseline factors (more than 20) for potential effect 
modification without adjustment for multiplicity. A subsequent trial randomizing patients undergoing 
endarterectomy to low and high dose aspirin suggested the opposite association, thus providing strong evidence 
against the claimed effect modification: benefit of endarterectomy was larger in the low dose group than in the 
high dose group.74 Most likely, the multiple analysis in the first trial had identified a random result. 

[  ] Probably no or unclear: No mention of number or 4-10 effect modifiers tested and number not considered in 
analysis. 
Example: A trial comparing prostatectomy versus observation for early prostate cancer found no difference after 
nearly 20 years of follow-up. Based on interaction p-values larger than 0.05, the investigators hypothesized a 
potential benefit in the subgroup of patients with a low PSA value (interaction p=0.06) and in the subgroup of 
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patients with an intermediate risk tumor (interaction p=0.08).58 In their interpretation, the investigators did not 
take into account that they had tested at least seven effect modifiers for this outcome.  

[  ] Probably yes: No protocol available but unequivocal statement of 3 or fewer effect modifiers tested.  
Example: A trial tested whether training of health professionals reduces the number of cesarean deliveries. A 
subgroup analysis suggested that the intervention worked for women with low-risk pregnancies but not for 
women with high-risk pregnancies (interaction p=0.03). The effect modifier, high versus low risk pregnancy, was 
one of two effect modifiers specified in the study protocol. The protocol, however, was not published a priori but 
provided as an appendix to the main publication.75  

[  ] Definitely yes: Protocol available and 3 or fewer effect modifiers tested or number considered in analysis. 
Example: A trial compared endarterectomy versus medical therapy in patients with carotid stenosis. A subgroup 
analysis suggested that patients with stenosis of less than 70 percent had no or little benefit, while patients with 
severe stenosis of 70 percent or more had a durable benefit from endarterectomy.73 The published study protocol 
specified only one effect modifier (degree of stenosis with cut point 70%).76 

2.5 If the effect modifier is a continuous variable, were arbitrary cut points avoided? 
Item explanation: Categorizing continuous effect modifiers is common77 but associated with a number of problems:78, 79 
Cut points can introduce multiplicity, reduce power, mask linear or non-linear associations, and complicate comparisons 
across studies. Therefore, analyses that avoid cut points and make use of the full spectrum of values are the most 
credible.  

Investigators often decide against using the complete data and rather use cut points to partition continuous effect 
modifiers in two or more categories. Categories with a strong, empirically grounded rationale, are the most credible. For 
instance, arbitrariness can be avoided by pre-specifying the cut points based on a previous RCT that demonstrates effect 
modification. Credibility is low if investigators selected the best-fitting data-driven cut point to maximize the effect 
modification. Such cut points are associated with a high rate of false positive claims.78, 80  

Ordered categories (e.g., low, medium, high blood pressure) also depends on cut point definitions and are thus subject 
to potential arbitrariness. Using multiple ordered subgroups, however, can also strengthen a claim if they suggest a clear 
trend (see “dose response effect” under optional considerations below). Note that defining groups for nominal variables 
can also be arbitrary (e.g., locations arbitrarily grouped into Europe versus Asia) even though they do not involve cut 
points. 

There are some challenges when modelling continuous effect modifiers that are not part of the instrument but may 
lower the credibility: model misspecification can occur if the continuous relationship is driven by a few influential 
observations.81-83 Post-hoc modelling can lead to overfitting. Most credible are therefore continuous analyses for which 
investigators have pre-specified the type of dependency of the treatment effect on the continuous variable (sometimes 
referred to as treatment effect function) such as a linear or log relationship, or considered a small number of candidate 
functions.84 

An alternative to use of cut points and potentially complex modelling is to consider overlapping subgroups (e.g., using a 
sliding window approach).85 The credibility is usually much higher than using arbitrary cut points but the interpretation 
can be difficult. 

The credibility of a continuous analysis usually increases if investigators present a plot with confidence bands around the 
regression function (often a line) and carefully checked the proposed model. Formal interaction tests for continuous 
effect modification are available and should be applied.84 
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Note that additional considerations related to continuous effect modifiers may apply, e.g., if there is a clear dose-
response relationship or results were robust to sensitivity analyses (see following question). 

Response options and examples: 

[  ] Definitely no: Analyzed based on exploratory cut point(s) (e.g., picking cut point associated with highest 
interaction p-value). 
Example: A trial tested the effect of everolimus in women who had a specific type of breast cancer. An analysis 
of effect modification suggested that Patients with a low chromosomal instability (CIN) score had a greater 
survival benefit from the drug (HR 0.39, 95% CI 0.28 to 0.54) than patients with a higher CIN score (HR 0.62, 95% 
CI 0.35 to 1.08; interaction p-value=0.17). The investigators dichotomized the continuous CIN score using the 
75th percentile as a cut point. They state that “a search for an optimal cut point showed that the 75th percentile 
yielded the maximal difference in HR between high– versus low–CIN score subgroups”.86 

[  ] Probably no or unclear: Analyzed based on cut point(s) of unclear origin. 
Example: A trial comparing prostatectomy versus observation for early prostate cancer found no difference after 
nearly 20 years of follow-up. Based on an interaction p-values of 0.06, the investigators hypothesized a potential 
effect modification by PSA value below or above 10. The investigator provided no rationale for the chosen 
threshold. A clear justification, an analysis based on the full spectrum, or a sensitivity analysis using different cut 
points or could have strengthened or discarded the hypothesized effect modification.58 

[  ] Probably yes: Analysis based on pre-specified cut points, e.g., suggested by prior RCT. 
Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the 
effect on preventing death due to bleeding decreased with increasing time from injury (interaction p<0.0001). 
Early treatment ≤1 h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), 
treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to 
increase the risk of death due to bleeding (RR 1.44).60 The investigators had pre-specified the three categories in 
a published protocol.87 

[  ] Definitely yes: Analysis based on the full continuum, e.g., assuming a linear or logarithmic relationship.  
Example: A trial comparing interferon-alpha versus medroxyprogesterone in patients with renal carcinoma found 
a benefit of interferon.88 A subsequent analysis suggested white cell count as an effect modifier: the benefit of 
interferon – a toxic drug – seemed to disappear as the white cell count increased. The investigators treated white 
cell count as a continuous variable which avoided arbitrary cut points and maximized the power of the analysis. A 
plot of the continuous relationship provides confidence bands of the potential effect modification and suggest a 
dose-response relationship.89  

2.6 Optional: Are there any additional considerations that may increase or decrease credibility?  
Item explanation: Methodologists have suggested a number of additional considerations that could be relevant for 
assessing the credibility of effect modifiers.90 They are not part of the core items because they either are less relevant, 
rarely apply, or are difficult to assess. Because they are usually less relevant than the previous core items, the only 
response options are probably decreased and probably increased. 

Additional considerations are optional, that is, leaving this section blank does not affect credibility. Note that it may not 
be worth to consider potential additional considerations if core items already suggest low or very low credibility.  

The following list provides potentially relevant additional considerations: 

A sensitivity analysis suggested robustness to relevant assumptions: A sensitivity analysis can help to increase 
the confidence in a proposed effect modification.17, 91, 92 For instance, if an effect modification analysis is based 
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on a categorized continuous variable, the credibility increases if the effect modification persists for different cut-
points.  
Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the 
effect on preventing death due to bleeding decreased with increasing time from injury (interaction p<0.0001). 
The authors used two cut points to define three subgroups (≤1 h from injury, between 1 and 3 h, and after 3 h). 
to assess the potential influence of choice of cut points, the authors performed a sensitivity analysis treating time 
as a continuous effect modifier which suggested that results were robust.60 

“Dose-response effect” across levels of the effect modifier: Credibility may be higher if effects increase or 
decrease monotonically with increases in the levels of the modifier, e.g., an effect that increases incrementally 
across three or more age groups. On the contrary, it is especially important to beware of apparent effect 
modification that do not reflect a plausible pattern across three or more ordered groups, even if statistically 
significant. For instance, an effect might me abnormally elevated in one subgroup chosen from a continuum, but 
not in neighboring subgroups. 
Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the 
effect on preventing death due to bleeding decreased with increasing time from injury (interaction p<0.0001). 
Early treatment ≤1 h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), 
treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to 
increase the risk of death due to bleeding (RR 1.44). The decrease across levels of the effect modifier strengthen 
the results.60 

The effect modification persisted after adjustment for other potential effect modifiers: Credibility may be 
higher if a multivariable analysis suggests that the apparent effect modifier is independent of other candidate 
modifiers.93 For example, a forward stepwise procedure may be used to investigate whether more than one 
modifier exists. Note that statistical independence of multiple effect modifiers does not guarantee a causal 
interpretation but makes it more likely. Most analysis of effect modification, however, do not have the power 
for meaningful multivariable analyses and the most relevant effect modifiers might be unknown.  
Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the 
effect on preventing death due to bleeding decreased with increasing time from injury (interaction p<0.0001). 
Early treatment ≤1 h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), 
treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to 
increase the risk of death due to bleeding (RR 1.44). The investigators considered also three other potential effect 
modifiers. When including interaction terms for all four effect modifiers in a common model, the effect 
modification by time from injury remained highly significant (p<0.0001). 60 

Risk of bias of the main effect of the RCTs: We are less confident in any secondary analysis if studies are at high 
risk of bias with respect to random allocation, blinding, missing data, and reporting. A commonly used 
instrument to formally assess the overall risk of bias is the Cochrane risk of bias tool.94 There is, however, limited 
literature about the relationship between overall risk of bias and bias in analyses of effect modification. Some 
methodologists have argued that interaction tests are often robust to confounders of the main effect and 
measurement error of the effect modifier.91 Some studies have suggested that industry funded trials are at 
higher risk of spurious claims of effect modification than non-industry funded studies, especially if the overall 
effect is not significant.95-97 

The trial had had exceptionally high power to detect the effect modification: Methodologists have argued that 
the credibility of a proposed effect modification increases with its prospective power.69, 98 A rare situation of 
increased confidence would be a trial of over 10,000 patients with 80% power to detect a significant effect 
modification suggested in the study protocol.69 Most analyses of effect modification, however, have low power 
and protocols rarely include an explicit power calculation. 
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The effect modification is consistent across related outcomes: Credibility might be higher if an effect 
modification is found for outcomes related biologically (or in another way). For instance, effect modifiers may be 
expected to have similar effects for stroke and myocardial infarction. Note that it is important to assess 
consistency by the size and direction of the effect modification and not by statistical significance alone which 
may be driven by differing sample sizes. Beware though that some biases may manifest across related outcomes 
and erroneously suggest increased credibility. 
Example: In a trial of reamed versus unreamed nailing of tibial fractures, unreamed nailing apparently reduced 
re-operations in current smokers while reamed nailing reduced re-operations in other patients. The difference co-
existed in other outcomes including quality of life measures Health Utility Index and short form-36. Results 
consistently suggested the superiority of unreamed nailing over reamed nailing in current smoking patients, and 
no or a small difference between unreamed and reamed nailing in other patients. This result strengthens the 
inference about the effect modification by smoking status.36 

2.7 How would you rate the overall credibility of the proposed effect modification?  
Item explanation: The instrument concludes with an overall credibility rating to summarize the considerations of the 
credibility questions.  

The overall rating is a continuous visual analogue scale spanning four credibility areas. The credibility areas provide 
labels for credibility (the credibility areas roughly correspond to <25%, 25-50%, 50-75%, and >75% confidence that the 
apparent effect modification is true and not the result of chance or bias) 
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:  
• All responses definitely or probably reduced credibility or unclear → very low credibility

• Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy
credibility criteria

• One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy
credibility criteria

• Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy
credibility criteria

• No response options definitely or probably reduced credibility → high credibility very likely

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating. 

Below the credibility labels, the scale provides an interpretation of the credibility rating (e.g., very low credibility 
suggests that there is very likely no effect modification) and implications for decision making (e.g., very low credibility 
implies that decision makers should consider the overall effect instead of subgroup-specific effects). 

Section 4 provides more suggestions for using and presenting ICEMAN in context, section 5 a more detailed justification 
why the scale is continuous and why low credibility suggests likely no effect modification. 

Users can put a mark anywhere on the continuous line to rate the overall credibility (type “I” or “X” when using 
electronically).  

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating. 

Very low credibility Low credibility Moderate credibility High credibility 
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Very likely no effect 
modification 

Use overall estimate for each 
subgroup 

Likely no effect modification 
Use overall estimate for each 

subgroup 
but note remaining uncertainty 

Likely effect modification 
Use separate estimates for 

each subgroup but note 
remaining uncertainty 

Very likely effect modification 
Use separate estimates for 

each subgroup 

Comment: 



2.8 Completed example for effect modification claimed in an RCT 
A secondary publication of the CRASH-2 trial investigated the effect of tranexamic acid (an antifibrinolytic agent) versus 
placebo on death due to bleeding in trauma patients.60 The investigators reported that “the effect of tranexamic acid on 
death due to bleeding varied according to the time from injury to treatment (test for interaction p<0·0001).” Although 
the investigators label their analysis as exploratory, an assessment using ICEMAN suggests moderate credibility.  

Preliminary considerations 

Study reference(s):  Main publication: “Effects of tranexamic acid on death, vascular occlusive events, and blood transfusion 
in trauma patients with significant haemorrhage (CRASH-2): a randomised, placebo-controlled trial” (Lancet 2010; 376: 23–
32); Secondary publication focussed on subgroup effect of interest: “The importance of early treatment with tranexamic acid 
in bleeding trauma patients: an exploratory analysis of the CRASH-2 randomised controlled trial” (Lancet 2011; 377: 1096–
101) 

If available, protocol reference(s): available online:  https://www.thelancet.com/protocol-reviews/05PRT-1 

State a single outcome and, if applicable, time-point of interest (e.g., mortality at 1 year follow-up): Death due to bleeding 
within 8 hours after injury 

State a single effect measure of interest (e.g., relative risk or risk difference): Risk ratio 

State a single potential effect modifier (e.g., age or comorbidity): Time from injury to treatment 

Was the proposed effect modifier measured before or at randomization?   [ X ] yes, continue      [  ] no, stop here and refer to 
manual for further instructions 

Credibility assessment 

1: Was the direction of the effect modification correctly hypothesized a priori? 

[  ] Definitely no [  ] Probably no or unclear [ X ] Probably yes [  ] Definitely yes 

Clearly post-hoc or results 
inconsistent with hypothesized 
direction or biologically very 
implausible 

Vague hypothesis or hypothesized 
direction unclear  

No prior protocol available but 
unequivocal statement of a priori 
hypothesis with correct direction of 
effect modification  

Prior protocol available and 
includes correct specification of 
direction of effect modification, 
e.g., based on a biologic rationale

Comment: Subgroups (not direction of effect modification) pre-specified in published protocol; explicit statement in 
publications that they had correctly anticipated the direction of the effect modification, although surprised by qualitative 
subgroup effect (i.e., benefit in some patients and harm in other patients) 

2: Was the effect modification supported by prior evidence? 

[  ] Inconsistent with prior 
evidence 

[ X ] Little or no support or 
unclear 

[  ] Some support [  ] Strong support 

Prior evidence suggested different 
direction of effect modification 

Consistent with weak or very 
indirect prior evidence (e.g., animal 
study at high risk of bias) or unclear 

Consistent with more limited or 
indirect prior evidence (e.g., large 
observational study, non-significant 
effect modification in prior RCT, or 
different population) 

Consistent with strong prior 
evidence directly applicable to the 
clinical scenario (e.g., significant 
effect modification in related RCT) 

Comment: The main paper cites three papers that seem to represent expert opinion but no prior trial or cohort study 
showing a similar effect modification 

3: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider 
irrespective of number of effect modifiers) 

https://www.thelancet.com/protocol-reviews/05PRT-1
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[  ] Chance a very likely 
explanation  

[  ] Chance a likely explanation 
or unclear 

[  ] Chance may not explain [ X ] Chance an unlikely 
explanation  

Interaction p-value > 0.05 Interaction p-value ≤ 0.05 and > 
0.01, or no test of interaction 
reported and not computable 

Interaction p-value ≤ 0.01 and > 
0.005 

Interaction p-value ≤ 0.005 

Comment: Interaction p-value <0.00001 

4: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis? 

[ X ] Definitely no [  ] Probably no or unclear [  ] Probably yes [  ] Definitely yes 

Explicitly exploratory analysis or 
large number of effect modifiers 
tested (e.g., greater than 10) and 
multiplicity not considered in 
analysis  

No mention of number or 4-10 
effect modifiers tested and number 
not considered in analysis 

No protocol available but 
unequivocal statement of 3 or 
fewer effect modifiers tested 

Protocol available and 3 or fewer 
effect modifiers tested or number 
considered in analysis 

Comment: Four pre-specified effect modifiers but applied to other outcomes than pre-specified in protocol (therefore 
labelled exploratory). But: The p-value is very small and conclusions unlikely to be affected by multiplicity issues. 

5: If the effect modifier is a continuous variable, were arbitrary cut points avoided?  [  ] not applicable: not continuous 

[  ] Definitely no [  ] Probably no or unclear [  ] Probably yes [ X ] Definitely yes 

Analysis based on exploratory cut 
point (e.g., picking cut point 
associated with highest interaction 
p-value)

Analysis based on cut point(s) of 
unclear origin  

Analysis based on pre-specified cut 
points, e.g., suggested by prior RCT 

Analysis based on the full 
continuum, e.g., assuming a linear 
or logarithmic relationship  

Comment: Authors present two analyses with consistent results: 1) based on two pre-specified cut points; 2) a continuous 
analysis. The authors present a plot with 95% confidence bands  

6 Optional: Are there any additional considerations that may increase or decrease credibility? (manual section 3.6) 

[  ] yes, probably decrease  [ X ] yes, probably increase 

Comment: Effect modification persisted “after adjustment for interactions between the other pre-specified baseline 
characteristics and treatment (p<0.0001)”; The plot suggests a “dose-response” effect for the interaction 

7: How would you rate the overall credibility of the proposed effect modification?  
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy: 

• All responses definitely or probably reduced credibility or unclear → very low credibility

• Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses
satisfy credibility criteria

• One response definitely reduced credibility → maximum usually moderate credibility even if all other responses
satisfy credibility criteria

• Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses
satisfy credibility criteria

• No response options definitely or probably reduced credibility → high credibility very likely

Put a mark on the continuous line (e.g., hit “x” in electronic version) 

 X   

Very low credibility Low credibility Moderate credibility High credibility 

Very likely no effect modification 
Use overall effect for each 

subgroup 

Likely no effect modification 
Use overall effect for each 

subgroup 
but note remaining uncertainty 

Likely effect modification 
Use separate effects for each 
subgroup but note remaining 

uncertainty 

Very likely effect modification 
Use separate effects for each 

subgroup 
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Comment: Lack of prior evidence is a potential limitations but the continuous analysis and the very small p-value are 
reassuring 



3 ICEMAN for meta-analyses 

3.1 Is the effect modification based on comparison within rather than between RCTs? 
Item explanation: Effect modification suggested by a comparison between studies (i.e., subgroups of studies) are usually 
much less credible than effect modification suggested by a comparison within studies (i.e., subgroups of individuals). 

An important concern with between-study comparisons is study-level confounding: an association observed between a 
study level variable (e.g., type of intervention) and an outcome may be confounded by other study level variables (e.g., 
risk of bias).10, 77, 99-106 If so, the apparent effect modification may be spurious. Study-level confounding might be 
particularly misleading when the putative effect modifier is a study-level summary of a participant-level variable (e.g., 
mean age or proportion of men). The study-level summary will often vary little across studies and will not reflect the 
true variation within studies. As a consequence, the power to identify a true within-trial effect modification can be very 
low and an apparent effect modification might be largely driven by study-level confounding.105-107.  

Most common are aggregate-data meta-analysis in which analyses of effect modification are usually completely based 
on between-study comparisons, e.g., using meta-regression. Those analysis are at a high risk of study-level confounding 
and consequently lower credibility.  

Sometimes, investigators combine within and between-trial information using one of the following approaches:77, 108 1) 
Estimate within- and between-trial effect modification separately, then combine both; 2) include a simple interaction 
term in a one-stage IPD meta-analysis; 3) first combine trials within subgroups, then compare summary effects between 
subgroups. The third approach is the most flexible because it allows inclusion of trials that provide information on one 
subgroup (at the cost of a higher risk of study-level confounding).77, 108  

All three combined approaches are at some risk of study level-confounding, which users of ICEMAN can judge using the 
two middle response options: If the most influential studies contribute data to one subgroup only, then the effect 
modification might be driven by between-study differences and the credibility is probably decreased (check mostly 
between). If the most influential studies provide within-trial information, then the effect modification is likely driven by 
within-study information and the credibility probably increased (check mostly within). This is the case for most individual 
patient data meta-analyses: A survey of published IPD meta-analyses suggested that only a small proportion of analyses 
of effect modification separate within- from between-trial information; instead, most analyses seem to combine within 
and between trial information.77 Therefore, unless there is a statement to the contrary, analyses of effect modification 
in an IPD meta-analysis likely combine within and between trial information and might not be free of study-level 
confounding. 

An analysis of effect modification is definitely free of study-level confounding if it is completely based on within-trial 
information. This is possible if all trials in a meta-analysis provide (or allow estimation of) within-trial effect modification 
(e.g., a ratio of risk ratios) and, in a separate step, one combines the estimates across trials.77, 108, 109 Alternatively, there 
are more complex methods available for individual-participant data meta-analyses to separate out within-trial effect 
modification in a one-stage model.77, 108, 110  

Response options and examples: 

[  ] Completely between. Subgroup analysis or meta-regression comparing overall effects of each individual trial. 
This is typical for aggregate data meta-analysis. 
Example: In a meta-analysis assessing the effect of inpatient versus usual care, patients undergoing orthopedic 
focused rehabilitation had a substantially larger functional benefit than patients undergoing geriatric focused 
rehabilitation (interaction p = 0.01).111 The analysis was based on between-study comparison only and therefore 
at high risk of confounding. The individual studies may differ in many other ways than type of rehabilitation (e.g., 
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type of participants or type of usual care), especially considering the complexity of the intervention. The apparent 
effect modification may therefore not translate to the individual patient.  
Example 2: An individual patient data meta-analysis based on three RCTs suggested that mobile phone text 
messages can improve the adherence to antiretroviral therapy. An analysis of effect modification suggested that 
interactive messaging (i.e., patients can interact with health care providers by responding to the text messages) 
is more effective than passive information only (interaction p-value 0.01). Because the type of text message 
varied only between but not within studies, the significant interaction reflects a between study comparison at 
high risk of study-level confounding. The example shows that use of individual participant data does not 
guarantee that an analysis of effect modification is based on within-trial information.  

[  ] Mostly between or unclear: Subgroup analysis or meta-regression with most information coming from 
overall effects, but some trials providing within-trial subgroup information. 
Example 1: A meta-analysis assessing the effect of preoperative chemotherapy for gastroesophageal 
adenocarcinoma on survival combined individual patient and aggregate data.112 The analysis suggested a 
potentially larger treatment effect in tumors of the gastroesophageal junction than two other locations 
(interaction p=0.08). Two trials contributed within trial information to all three subgroups, three trials 
contributed within trial information to two subgroups, and five trials contributed data to one subgroup only. The 
investigators first combined trials within subgroups using a random effects model and then compared effects 
between subgroups – a method that explicitly combines within and between trial information. The apparent 
effect modification might be explained by study-level confounder, e.g., risk of bias. 

[  ] Mostly within: Most trials providing within-trial subgroup information; or individual participant data analysis 
that combines within and between trial information. 
Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus 
radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage (three ordered 
categories) suggested that the relative benefit of the combined therapy on survival decreased with increasing 
tumor stage. The authors first pooled subgroup specific effects of each trial, resulting in one pooled effect per 
subgroup, then applied a chi-square test for trend (p=0.017).113 This method combines within- and between trial 
information and is therefore potentially affected by study-level confounding.77 

[  ] Completely within: Individual participant data analysis that separates within from between trial information, 
e.g., meta-analysis of interactions.
Example: A meta-analysis of individual patient data from 16 trials compared low intensity interventions for
depression with usual care. The investigators found a significant effect modification by baseline severity,
suggesting that patients who are more severely depressed at baseline demonstrate larger treatment effects than
those who are less severely depressed. The investigators chose a model that estimated the effect modification
within each trial and separated out between-trial comparisons. In addition, they included a forest plot illustrating
the heterogeneity of effect modifications across trials.114

3.2 If two or more within-trial comparisons are available, is the effect modification similar from trial to 
trial? 

Item explanation: Credibility of effect modification increases if the effect modification has been replicated across 
independent studies. Replication provides the strongest protection against random error and decreases the likelihood of 
confounding. Because replication is never perfect, the response options allow some graduation by considering the 
direction and magnitude of the observed effect modifications.  

If the item applies, it is helpful to quantify the magnitude of effect modification for each trial, e.g., by calculating a ratio 
or risk ratios for each trial (e.g., risk ratio in subgroup A over risk ratio in subgroup B109). 
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Note that this credibility consideration is different from assessing consistency (or heterogeneity) of treatment effects 
across studies (e.g., expressed by the I2-measure115). 

Response options and examples: 

[  ] Definitely not similar: Effect modification reported for two or more trials and clearly different directions. 
[still searching for good example] 

[  ] Probably not similar or unclear: Effect modification not reported for individual trials or too imprecise to tell 
Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus 
radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that 
the relative benefit of the combined therapy on survival decreased with increasing tumor stage (chi-square test 
for trend p=0.017). The authors reported the effect modification only for the combined dataset, not for individual 
trials. It was therefore not possible to assess consistency across trials.113 

[  ] Mostly similar: Effect modification reported for two or more trials, mostly similar in direction, but 
considerable differences in magnitude. 
Example: A meta-analysis of individual patient data from 16 trials compared low intensity interventions for 
depression with usual care. The investigators found a significant effect modification by baseline severity, 
suggesting that patients who are more severely depressed at baseline demonstrate larger treatment effects than 
those who are less severely depressed. The investigators chose a model that estimated the effect modification 
within each trial and separated out between-trial comparisons. In addition, they included a forest plot illustrating 
the heterogeneity of effect modifications across trials. Considering the point estimates of the effect modifications 
within the 16 trials, 12 suggested a direction consistent with the overall, 1 suggested no effect modification, and 
3 were in the opposite direction but with wide confidence intervals.114 

[  ] Definitely similar: Effect modification reported for two or more trials, similar in direction, only some 
differences in magnitude. 
Example 1: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events 
found a significant interaction with body weight. When the dose was low (<100mg), only patients at low body 
weight (<70kg) had a benefit. In the supplement, they provided a within-trial subgroup stratified by trial using 
the hazard ratio scale. Although the effect modification was not significant in some trials, all six trials showed the 
same direction (more effective in lighter patients) with ratios of hazard ratios ranging between 0.5 and 0.9.116 

3.3 For between-RCT comparisons, is the number of studies large? 
Item explanation: For analysis of effect modification based on between-study comparisons, the credibility increases with 
the number of studies (analogous to number of observations in a regression analysis). If the number of observations is 
small, the proposed effect modification may result from overfitting or confounding. A large number of studies also 
increases the power of the analysis and improves modelling of between-study dispersion in a random effects model (see 
item 5.7).51, 63, 98, 117 

Response options are defined by a minimum number of studies in the smallest subgroup or, for continuous meta-
regression, a minimum total number of studies in total. This approximate guidance may need modification in specific 
situations: When an effect modifier includes more than two ordered categories, it might be acceptable if one of the 
subgroups includes a small number of studies. In continuous meta-regression, in addition to the number of studies, 
users should additionally consider how the studies are distributed across levels of the effect modifier. For instance, if the 
total is 20 studies but 18 of them cluster at one end of the spectrum, the evidence is much weaker than if the studies 
were more evenly distributed across the spectrum.  
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Response options and examples: 

[  ] Very small: 1 or 2 or in smallest subgroup; 5 or less studies in continuous meta-regression.  
Example: A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative 
interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical 
(interaction p=0.01 using random effect model). The smallest subgroup included only two studies.118 

 [  ] Rather small or unclear: 3-4 in smallest subgroup; 6-10 studies in continuous meta-regression. 
Example: In a meta-analysis investigating the effect of low-intensity pulsed ultrasound on bone healing, the 
subgroup of 12 studies at high risk of bias suggested a large benefit of ultrasound whereas the subgroup of 3 
studies at low risk of bias suggested no benefit (interaction p<0.001). The rather small number of 3 studies in the 
smallest subgroup is a possible limitation of the otherwise convincing effect modification.119  

[  ] Rather large: 5-9 in smallest subgroup; 11 to 15 in continuous meta-regression. 
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients 
undergoing orthopedic rehabilitation had a substantially larger benefit within one year than patient undergoing 
geriatric rehabilitation, showing an interaction p = 0.01. The investigators conducted a subgroup analysis using 
random-effect meta-regression. Both subgroups included 6 studies per subgroup. The relatively high number of 
studies per subgroup reduces the risk of study-level confounding (i.e., another factor than type of rehabilitations 
explaining the differences between subgroups) although uncertainty remains, especially in the context of 
complex interventions and usual care as a comparator.111 

[  ] Large: 10 or more in smallest subgroup; more than 15 in continuous meta-regression. 
Example: A study-level meta-analysis comparing interventions for preventing hospital readmission after 
discharge versus standard care performed a subgroup analysis by number of activities included in the 
intervention. The subgroup analysis suggested that only intervention with 5 or more activities were better than 
standard care but not intervention with 4 or less activities (interaction p=0.001). Because of the high 
heterogeneity regarding components of interventions and control groups between studies, the risk of 
confounding by other study characteristics seems relatively high. It is therefore reassuring that the small 
subgroup included 16 and the larger subgroup 26 studies.120 

3.4 Was the direction of effect modification correctly hypothesized a priori? 
Item explanation: Credibility is higher if investigators correctly anticipated the direction of the effect modification (e.g., 
that an intervention is more effective in younger than in older patients), lower if they failed to anticipate a direction, and 
lowest if they anticipated the opposite direction.  

This item captures a number of credibility considerations: 

Correct anticipation of an effect modification implies that the investigators had a specific hypothesis in mind - usually 
based on a biologic or other causal rationale, or sometimes based on external evidence. For instance, investigators may 
have anticipated a stronger relative effect in younger than in older patients because a disease may be too advanced in 
older patients for the intervention to be effective. If the data conforms to this hypothesis, the credibility is increased, 
otherwise decreased.  

If the a priori specification of the effect modification hypothesis does not include a direction (e.g., by specifying the in 
the protocol that that the effect may vary by age but failure to say whether the effect is greater in the old versus the 
young or the other way round) this is weaker and probably not much better than having no prior hypothesis at all. In the 
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Bayesian framework, the idea of a specific a priori hypothesis corresponds to using an informative rather than non-
informative prior.24, 25  

In addition, the item captures that an explanation (e.g., a biological rationale) stated a priori is much more credible than 
a post hoc explanation. If post hoc, investigators had likely considered many possible explanations, thereby creating a 
multiplicity problem.8, 11, 26-30   

Moreover, the item captures that hypotheses are most credible if verified in a prior, ideally in a time-stamped protocol 
or analysis plan. Note that statements of pre-specification may not be reliable,31 nor do they imply a specific hypothesis. 

Note that the direction of an effect modification may depend on the type of effect measure if the effect modifier is also 
a prognostic factor (most are, e.g., age). 

Because meta-analyses are retrospective, a potentially relevant caveat is that the investigators may already know the 
key trials and most promising effect modifiers when they plan the analysis;99 if so, this item loses some of its value if it 
suggests increased credibility. For instance, a large trial may suggest an important effect modification. A subsequent 
individual patient data meta-analysis, in which the trial is influential, will likely show a similar effect modification. If 
investigators know the trial beforehand, correct anticipation of direction would essentially be data-driven. The item is 
more relevant if none of the key trials has tested the effect modifier of interest, and if the analysis of effect modification 
is completely based on a between-trial comparisons.  

Response options and examples: 

[  ] Definitely no: Clearly post-hoc or results inconsistent with hypothesized direction or biologically very 
implausible. 
Example: The ISIS-2 trial demonstrated that treatment with Aspirin can substantially reduce the number of 
vascular deaths in patients with suspected myocardial infarction.33 A nonsense post-hoc subgroup analysis by 
birth sign suggested that the benefit occurred in all patients but those born under the sign of Gemini and Libra 
who did not appear to benefit from Aspirin.33 This paper has become a classical example demonstrating that 
post-hoc subgroup analyses can easily mislead.  

[  ] Probably no or unclear: Vague hypothesis or hypothesized direction unclear. 
Example: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events found 
a significant interaction with body weight. When the dose was low (<100mg), only patients at low body weight 
(<70kg) had a benefit. The paper does not clarify whether the effect modification was hypothesized a priori.116 

[  ] Probably yes: No protocol available but unequivocal statement of a priori hypothesis with correct direction 
of effect modification. 
Example: An IPD meta-analysis combined three trials comparing high versus low positive end-expiratory pressure 
in ventilated patients with lung injury or ARDS. A subgroup analysis suggested that higher pressure was 
associated with longer survival in patients with but not in patients without ARDS (interaction p=0.02). The 
authors explicitly stated that they correctly anticipated the effect modification in their protocol which, however, 
was not published.121 

[  ] Definitely yes: Prior protocol available and includes hypothesis with correct specification of direction of 
effect modification, e.g., based on biologic rationale. 
Example: A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative 
interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapikal. The 
investigators had anticipated this interaction with correct direction in a published protocol.118 
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3.5 Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect 
modification?  

Item explanation: Credibility is higher if statistical test for interaction suggests that chance is an unlikely explanation for 
the apparent effect modification if the null hypothesis (i.e., no effect modification) were true.50-52 Credibility is lower if 
an interaction test suggests that an apparent effect modification is compatible with chance - or no test is available and 
impossible to compute.  

For this item, consider the results of the interaction test (usually a p-value) as reported, irrespective of whether the p-
value was adjusted for the number of analyses or not, or effect modifiers were analyzed jointly or one-by-one. We deal 
with considerations of multiple analyses separately in the following item. 

Note that showing that an effect is significant in one subgroup and not in another is of little use: it provides no 
information whether chance might explain differences in effects across subgroups.11, 12, 51, 53, 54  

There are a number of tests available including a chi square test, a chi square test of trend for ordered categories, or 
meta-regression for study-level analysis, or, if individual participant data is available, an interaction term in a one stage 
regression model, or a meta-analysis of trial-level interactions among other options.108  

If no interaction p-value is reported, it can sometimes be calculated based on the reported data (point estimates of 
effect and confidence intervals in individual subgroups).55, 56 As rule of thumb is that the interaction p-value must be 
smaller than 0.05 if 95% confidence intervals of subgroup-specific estimates do not overlap. 

We anchored the response options around typical thresholds for p-values 0.05, 0.01, and 0.005, with a p-value of 0.005 
or smaller representing the most credible category. The response options recognize that p-value thresholds of 0.05 or 
even 0.01 may be too lenient for claiming statistical significance.57 Of course, these are arbitrary settings and some 
methodologists would recommend even lower thresholds. Because of the low power of many analyses of effect 
modification, however, this would decrease the responsiveness of the item and the instrument’s ability to distinguish 
more from less credible effect modification.  

Note that other statistical measures than p-values such as interaction confidence intervals or Bayes factors may be more 
informative and intuitive than p-values but are rarely reported.  

Response options and examples: 

[  ] Chance a very likely explanation: Interaction p-value > 0.05. 
Example: A meta-analysis assessed the effect of preoperative chemotherapy for gastroesophageal 
adenocarcinoma on survival explicitly. The investigators combined trials within subgroups according to tumor 
site using a random effects model, and then compared effects between subgroups using a chi-square test. The 
analysis suggested larger treatment effects in tumors of the gastroesophageal junction than other locations, but 
the p-value was only 0.08. Appropriately, the investigators emphasized that the finding requires prospective 
confirmation.112 

[  ] Chance a likely explanation or unclear: Interaction or meta-regression p-value ≤ 0.05 and > 0.01, or no test 
of interaction reported and not computable. 
Example:  An individual patient data meta-analysis investigated the effects of adding whole-brain radiation 
therapy to stereotactic surgery of brain metastases. An analysis of effect modification treating age as a 
continuous effect modifier suggested a lower mortality of surgery alone in younger patients, but the effect 
disappeared with increasing age. The p-value of 0.04 for the interaction term provided only little support against 
chance.122 
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[  ] Chance may not explain: Interaction or meta-regression p-value ≤ 0.01 and > 0.005. 
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients 
undergoing orthopedic-focused rehabilitation had a substantially larger improvement in function 3-12 months 
after randomization than patient undergoing geriatric-focused rehabilitation. A random effects meta-regression 
analysis showed an interaction p-value of 0.01.111  

[  ] Chance an unlikely explanation: Interaction or meta-regression p-value ≤ 0.005. 
Example: An individual participant data meta-analysis combining trials comparing low-dose aspirin versus 
placebo reported a subgroup analysis by body-weight. The interaction test suggested that aspirin reduced 
cardiovascular events in patients weighing less than 70kg but not in other patients. The interaction p-value of 
0.007 suggested substantial support against chance.116 

3.6 Did the authors test only a small number of effect modifiers or consider the number in their statistical 
analysis?  

Item explanation: Performing multiple tests is a major concern in the context of effect modification analysis. Trialists 
usually measure a large number of baseline variables, many of which they could test for potential effect modification. 
Because multiple tests increase the risk of a chance finding,61-63 credibility is higher if investigators have tested only a 
small number of effect modifiers. Conversely, credibility decreases with the number of tested candidate effect 
modifiers. We therefore advise counting the number of candidate effect modifiers stated, ideally verified in a protocol. 

Multiplicity issues can arise in different ways.64 Most obvious are situations in which investigators test multiple 
candidate effect modifiers and highlight significant results. Another important issue which we address in a separate item 
concerns selection of cut points of continuous effect modifiers. Other potential multiplicity issues include multiple time 
points, multiple scales,65 multiple outcomes, or multiple methods for testing the interaction. Therefore, even if the 
number of effect modifiers is small, one should consider whether other issues might have introduced multiplicity.  

An alternative to limiting the number of analyses is to statistically adjust the analysis for multiplicity. Credibility is higher 
if an effect modification persists after adjustment. Different techniques are available including correction of p-values 
considering the (familywise) type 1 error rate,66 testing all candidate effect modifiers in a common model, using a 
composite variable such as a risk score, or shrinkage estimators.53, 67 All techniques inevitably reduce power.8, 68, 69 Most, 
investigators, however, do not address potential multiplicity issues in design or analysis and leave the judgement to the 
reader - another reason why a small number of effect modifiers is most helpful.  

Assessment of multiplicity crucially depends on reporting (reporting guidelines for effect modification are available 70-72). 
Without knowing the number of effect modification analyses performed, we cannot assess the potential impact of 
multiplicity. Ideally, investigators would specify candidate effect modifiers along with definitions and analytic details in a 
protocol. If no protocol is available, one should look for explicit statements about the number of effect modifiers. A note 
of caution: an empirical study has shown that retrospective statements about the number of pre-specified subgroup 
analyses are not always reliable.31 Also note that a statement that a particular effect modifier was pre-specified does not 
rule out the problem of multiplicity because investigators may have pre-specified many other effect modifiers.  

In summary, this item requires counting the number of effect modifiers (perhaps considering additional multiplicity 
issues), if possible verifying them in a protocol, and considering whether investigators considered the number of 
analyses in their statistical analysis.  

A potential limitation is that the meta-analysts might have scanned key trials for promising effect modifiers before they 
planned the meta-analysis. If so, a small number of tested effect modifiers in a meta-analysis might obscure potential 
multiplicity issues introduced in earlier selection processes in the individual trials.  
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Response options and examples: 

[  ] Definitely no: Explicitly exploratory analysis or large number of effect modifiers tested (e.g., greater than 10) 
and multiplicity not considered in analysis. 
Example: A meta-analysis investigating interventions to reduce early hospital readmissions reported results for 12 
effect modifiers. One analysis suggested that interventions with at 5 or more components were more effective 
than interventions with less than 5 components (interaction p=0.001). The authors correctly highlighted the 
possibility of a chance findings due to multiplicity. Sources of multiplicity were the number of tested effect 
modifiers and, for this particular effect modifier, choice of cut point.120 

[  ] Probably no or unclear: No mention of number or 4-10 effect modifiers tested and number not considered in 
analysis. 
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients undergoing 
orthopedic rehabilitation had a substantially larger improvement in function that patient undergoing geriatric 
rehabilitation. A random effects meta-regression analysis showed an interaction p-value of 0.01. According to the 
authors, all reported meta-regression analyses were pre-specified in an analysis plan, increasing the confidence 
that selective reporting is unlikely.111 Nevertheless, they tested 9 effect modifiers for 3 outcomes at 2 time points, 
most of which were not significant. The multiple analyses increase the risk of finding a spurious result as extreme 
as p=0.01.  

[  ] Probably yes: No protocol available but unequivocal statement of 3 or fewer effect modifiers tested. 
Example: An individual participant data meta-analysis assessed the effect of adding whole brain radiation therapy 
to stereotactic radiosurgery in patients presenting with brain metastases. The analysis suggested that age was a 
significant effect modifier favoring surgery alone in younger patients and no significant difference in older 
patients. While no protocol was available, the report includes an explicit statement that age was one of three pre-
planned effect modifiers.122 

[  ] Definitely yes: Protocol available and 3 or fewer effect modifiers tested or number considered in analysis. 
Example: A meta-analysis comparing the effect of low-intensity pulsed ultrasound versus sham ultrasound on bone 
healing reported a convincing effect modification: studies at high risk of bias suggested a large while studies at 
low risk of bias no treatment effect (p<0.001 using random-effects meta-regression). The investigators had pre-
specified the analysis in the published protocol together with two other subgroup hypotheses. In addition, the 
protocol provided explicit criteria for classifying trials into high or low risk of bias.123 The low number of tested 
effect modifiers and the pre-specified definition makes multiplicity issues less likely.119  

3.7 Did the authors use a random effects model?  
Item explanation: The credibility of claimed effect modification is higher if investigators used a random effects model 
within subgroups, i.e., allow true effects to differ among studies within subgroups: such a model allows generalization of 
the results beyond the studies included in the meta-analysis; this is almost always the model that we should be using.124,

125

The credibility is lower if investigators used a) a common effect (also called fixed effect, singular) model: such a model 
implies that, within subgroups, all studies are based on the same population and are identical to each other in all 
material respects; that will almost never be the case for a meta-analysis of studies identified in the literature; 124, 125 or b) 
a fixed effects model, which is computationally identical to a common effect model but has a different interpretation: 
such a model implies that the results of a subgroup will only apply to the studies included in the subgroup but cannot be 
generalized beyond them; this would subvert the goals of most analyses. 124, 125 Therefore, those models do not 
appropriately address uncertainty due to heterogeneity between studies. 124, 125  
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Simulation studies have shown that failure to assume random effects increases the risk of false positive claims for both 
for study level and individual participant level meta-analysis.63, 110, 117 A random effects model strengthens a test of 
interaction because a significant result is usually harder to achieve.63, 99, 102, 124, 126  

If investigators state that they used a mixed effects model without further specification, it usually implies that they 
(appropriately) used a random effects model for between-study differences within subgroups and a fixed effects model 
for between-subgroup differences (the latter being appropriate as well102, 124, 125). Therefore, the appropriate answer is 
usually definitely yes. 

The question also applies to individual-participant data meta-analysis for which an empirical study has shown that most 
do not apply a random effects model.127 

Response options and examples: 

[  ] Definitely no: Fixed (or common) effect or fixed effects model explicitly stated. 
Example: An individual participant data meta-analysis of using aspirin for primary prevention of cardiovascular 
events found a significant interaction with body weight and age. The authors explicitly state that they used a 
fixed effects model.116 

[  ] Probably no or unclear: Probably no random effects model or unclear.  
Example: A individual participant data meta-analysis combined 13 studies comparing radiochemotherapy versus 
radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that 
the relative benefit of the combined therapy on survival decreased with increasing tumor stage. The authors did 
not explicitly report how they modelled between-study differences. Because they used a fixed effect model for 
the overall analysis, it is most likely that they also used a fixed effect model within subgroups.113  

[  ] Probably yes: Probably random (or mixed) effects model. 
[still searching for good example] 

[  ] Definitely yes: Random (or mixed) effects model is explicitly stated.  
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients 
undergoing orthopedic rehabilitation had substantially larger improvements in function than patients 
undergoing geriatric rehabilitation. A meta-regression analysis showed an interaction p-value of 0.01. In the 
methods section, the authors explicitly specified a random effects model for between study differences.111 

3.8 If the effect modifier is a continuous variable, were arbitrary cut points avoided? 
Item explanation: Categorizing continuous effect modifiers is common77 but associated with a number of problems:78, 79 
Cut points can introduce multiplicity, reduce power, mask linear or non-linear associations. In the context of meta-
analysis, cut points can cause additional problems. If two studies assessed the same continuous effect modifier but used 
different cut points, it may be impossible to combine the (within-study) results in a meaningful way unless individual 
patient-data is available. Therefore, analyses that avoid cut points and make use of the full spectrum of values are the 
most credible.  

Investigators often decide against using the complete data and rather use cut points to partition continuous effect 
modifiers in two or more categories. Categories with a strong, empirically grounded rationale, are the most credible. For 
instance, arbitrariness can be avoided by pre-specifying the cut points based on a previous RCT that demonstrates effect 
modification. Credibility is low if investigators selected the best-fitting data-driven cut point to maximize the effect 
modification. Such cut points are associated with a high rate of false positive claims.78, 80 
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“Ordered categories (e.g., low, medium, high blood pressure) also depends on cut point definitions and are thus subject 
to potential arbitrariness. Using multiple ordered subgroups, however, can also strengthen a claim if they suggest a clear 
trend (see “dose response effect” under optional considerations below). Note that defining groups for nominal variables 
can also be arbitrary (e.g., locations arbitrarily grouped into Europe versus Asia) even though they do not involve cut 
points” 

There are some challenges when modelling continuous effect modifiers that are not part of the instrument but may 
lower the credibility: model misspecification can occur if the continuous relationship is driven by a few influential 
observations.81-83 Post-hoc modelling can lead to overfitting. Most credible are therefore continuous analyses for which 
investigators have pre-specified the type of dependency of the treatment effect on the continuous variable (sometimes 
referred to as treatment effect function) such as a linear or log relationship, or considered a small number of candidate 
functions.84 

An alternative to use of cut points and potentially complex modelling is to consider overlapping subgroups (e.g., using a 
sliding window approach).85 The credibility is usually much higher than using arbitrary cut points but the interpretation 
can be difficult. 

The credibility of a continuous analysis usually increases if investigators present a plot with confidence bands around the 
regression function (often a line) and carefully checked the proposed model. Provided individual participant data is 
available, it is also possible to average functions across several studies and base conclusions on the resulting mean 
function (i.e., a meta-analysis of interactions, see item 4.1).128, 129 Credibility increases if most of the individual function 
show a similar relationship between the continuous variable and the outcome (see item 4.2).  

Note that additional considerations related to continuous effect modifiers may apply, e.g., if there is a clear dose-
response relationship or results were robust to sensitivity analyses (see following question). 

Response options and examples: 

[  ] Definitely no: Analysis based on exploratory cut point(s), e.g., picking cut point associated with highest 
interaction p-value. 
[still searching for good example] 

[  ] Probably no: Analysis based on cut point(s) of unclear origin. 
Example: A meta-analysis investigating interventions to reduce early hospital readmissions reported a potential 
effect modification by the number of intervention components. Studies with Interventions with 5 or more 
components showed a significant effect while studies with less than 5 components showed no significant effect 
(interaction p=0.001). The published protocol did not specify cut points and the investigators explicitly 
highlighted the exploratory character of the analysis. Presentation of different cut points or treating the effect 
modifier as a continuous variable would have been reassuring. 120 

[  ] Probably yes: Analysis based on pre-specified cut point(s), e.g., suggested by prior RCT. 
Example: In a meta-analysis on inpatient rehabilitation versus usual care in elderly patients, the intervention was 
better in preventing nursing home admissions in patients younger than 80 than in patients older than 80 
(p=0.045).111 According to the authors, the threshold was pre-specified thus avoiding multiplicity due to arbitrary 
selection of cut points. There is some uncertainty as no protocol is available.  

[  ] Definitely yes: Analysis based on the full continuum, e.g., assuming a linear or logarithmic relationship. 
Example: An IPD meta-analysis investigated whether patients with acute respiratory distress syndrome benefit 
from higher positive end-expiratory pressure (PEEP) ventilation strategies. A continuous analysis of effect 
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modification suggested a nonlinear effect modification by degree of hypoxaemia (expressed as the ratio of 
PaO2/FiO2. A higher PEEP reduced mortality only in patients with values between 100 and 150 but not in patients 
with lower values.129 A previous analysis dichotomized the effect modifier and could not reveal the potential non-
linear relationship.121 The investigators also provided plots of the proposed effect modification including 
confidence limits (suggesting high uncertainty in this case).129  

3.9 Optional: Are there any additional considerations that may increase or decrease credibility? 
Item explanation: Methodologists have suggested a number of additional considerations that could be relevant for 
assessing the credibility of effect modifiers.90 They are not part of the core items because they either are less relevant, 
rarely apply, or are difficult to assess. Because they are usually less relevant than the previous core items, the only 
response options are probably decreased and probably increased. 

Additional considerations are optional, that is, leaving this section blank does not affect credibility. Note that it may not 
be worth to consider potential additional considerations if core items already suggest low or very low credibility.  

The following list provides potentially relevant additional considerations: 

A sensitivity analysis suggested robustness to relevant assumptions: A sensitivity analysis can help to increase 
the confidence in a proposed effect modification.17, 91, 92 For instance, if an effect modification analysis is based 
on a dichotomized continuous variable, the credibility increases if the effect modification persists for different 
cut-points.  
Example: A meta-analysis comparing the effect of low-intensity pulsed ultrasound versus sham on bone healing 
reported a convincing subgroup effect: studies at high risk of bias suggested a large while studies at low risk of 
bias consistently suggested no effect (interaction p<0.001 based on univariable random-effects meta-regression). 
Part of the criteria for classifying trials into high and low risk of bias was 20% or more missing data. In a 
sensitivity analysis requested by the editors, the investigators applied a stricter threshold for missing data 
(≥10%). Although the different criteria led to reclassification of one trial from low to high risk of bias, the effect 
modification remained significant (p=0.004). The sensitivity analysis increased the confidence of the editors that 
the effect modification was real.119  

Effect modification supported by external evidence: The credibility may be higher if the proposed effect 
modification is consistent with findings from studies that are not included in the meta-analysis, e.g., a high 
quality cohort study.  
Example: A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative 
interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical. A 
prior cohort study of 501 patients (i.e., data not included in the meta-analysis or RCTs) using propensity score 
matching had suggested that the transapical approach was associated with more adverse events and higher 
mortality than the transfemoral approach.130 

“Dose-response effect” across levels of the effect modifier: Credibility may be higher if effects increase or 
decrease monotonically with increases in the levels of the modifier, e.g., an effect that increases incrementally 
across three or more age groups. On the contrary, it is especially important to beware of apparent effect 
modification that do not reflect a plausible pattern across three or more ordered groups, even if statistically 
significant. For instance, an effect might me abnormally elevated in one subgroup chosen from a continuum, but 
not in neighboring subgroups.
Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus 
radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that 
the relative benefit of the combined therapy on survival decreased with increasing tumor stage (across three 
stages), suggesting a possible “dose-response” effect (chi-square test for trend, p=0.017).113 
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Risk of bias of the main effects of the individual RCTs or the meta-analysis: We are less confident in an analysis 
of effect modification if the individual studies or the meta-analysis itself is at high risk of bias. A commonly used 
instrument to formally assess the overall risk of bias is the Cochrane risk of bias tool for individual trials94 and 
the ROBIS tool for systematic reviews.131 There is, however, limited literature about the relationship between 
overall risk of bias and bias in analyses of effect modification. Some methodologists have argued that interaction 
tests are often robust to confounders of the main effect and measurement error of the effect modifier.91 Note 
that reporting bias can be introduced if only some studies report an effect modifier but not others as reporting is 
likely driven by the results.132 Also, meta research has suggested that industry funded trials are at higher risk of 
spurious claims of effect modification than non-industry funded studies, especially if the overall effect is not 
significant.95-97 
Example: An IPD meta-analysis combined three trials comparing high versus low positive end-expiratory pressure 
in ventilated patients with lung injury or ARDS. A subgroup analysis suggested that higher pressure was 
associated with longer survival in patients with but not in patients without ARDS (interaction p=0.02). Although 
the p-value provides only modest support against chance, the high methodological quality of all three trials is 
reassuring.121 

The meta-analysis had had exceptionally high power to detect the effect modification: Methodologists have 
argued that the credibility of a proposed effect modification increases with its prospective power.69, 98 A rare 
situation of increased confidence would be an IPD meta-analysis of over 10,000 patients with 80% power to 
detect a significant effect modification suggested in the study protocol.69 Most analyses of effect modification, 
however, have low power and protocols rarely include an explicit power calculation. 

The effect modification persisted after adjustment for other potential effect modifiers: Credibility may be 
higher if a multivariable analysis suggests that the apparent effect modifier is independent of other candidate 
modifiers.93 Note that statistical independence of multiple effect modifiers does not guarantee a causal 
interpretation but makes it more likely. Most analysis of effect modification, however, do not have the power 
for meaningful multivariable analyses and the most relevant effect modifiers might be unknown.  
Example 1: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events 
found a significant interaction with body weight and age. The effect modification by weight remained when the 
investigators stratified their analysis by both variables.116  

The effect modification is consistent across related outcomes: Credibility might be higher if an effect 
modification is found for biologically (or in another way) related outcomes. For instance, effect modifiers may be 
expected to have similar effects for stroke and myocardial infarction. Note that it is important to assess 
consistency by the size and direction of the effect modification and not by statistical significance alone which 
may be driven by differing sample sizes. Beware though that some biases may manifest across related outcomes 
and erroneously suggest increased credibility. 
Example: A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative 
interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical. The 
interaction was consistent across outcomes mortality, stroke, acute kidney injury, and bleeding.118 

3.10 How would you rate the overall credibility of the proposed effect modification?  
Item explanation: The instrument concludes with an overall credibility rating to summarize the considerations of the 
credibility questions.  

The overall rating is a continuous visual analogue scale spanning four credibility areas. The credibility areas provide 
labels for credibility (the credibility areas roughly correspond to <25%, 25-50%, 50-75%, and >75% confidence that the 
apparent effect modification is true and not the result of chance or bias) 
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:  
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• All responses definitely or probably reduced credibility or unclear → very low credibility

• Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy
credibility criteria

• One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy
credibility criteria

• Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy
credibility criteria

• No response options definitely or probably reduced credibility → high credibility very likely

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating. 

Below the credibility labels, the scale provides an interpretation of the credibility rating (e.g., very low credibility 
suggests that there is very likely no effect modification) and implications for decision making (e.g., very low credibility 
implies that decision makers should consider the overall effect instead of subgroup-specific effects). 

Section 4 provides more suggestions for using and presenting ICEMAN in context, section 5 more detailed justification 
why the scale is continuous and why low credibility suggests likely no effect modification. 

Users can put a mark anywhere on the continuous line to rate the overall credibility (type “I” or “X” when using 
electronically).  

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating. 

Very low credibility Low credibility Moderate credibility High credibility 

Very likely no effect 
modification 

Use overall estimate for each 
subgroup 

Likely no effect modification 
Use overall estimate for each 

subgroup 
but note remaining uncertainty 

Likely effect modification 
Use separate estimates for 

each subgroup but note 
remaining uncertainty 

Very likely effect modification 
Use separate estimates for 

each subgroup 

Comment: 
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3.11 Completed example for an effect modification claimed in a meta-analysis 
An individual patient data meta-analysis of 13 trials compared radiochemotherapy versus radiotherapy alone in women 
with cervical cancer. The authors report in their abstract “a suggestion of a difference in the size of the survival benefit 
with tumor stage”. The credibility assessment suggested low credibility for the proposed effect modification.  

Preliminary considerations 

Study reference(s): “Reducing Uncertainties About the Effects of Chemoradiotherapy for Cervical Cancer: A Systematic 
Review and Meta-Analysis of Individual Patient Data From 18 Randomized Trials” (J Clin Oncol 2008 26:5802-5812)  

If available, protocol reference(s): Not published, publication states “available on request” 

State a single outcome and time-point of interest: Death 

State a single effect measure of interest (e.g., relative risk or risk difference): Hazard ratio 

State a single proposed effect modifier (e.g., age or comorbidity): Tumor stage (three ordered categories) 

Was the effect modifier measured before or at randomization?   [ X ] yes, continue      [  ] no, stop here and refer to manual 
for further instructions 

1: Is the analysis of effect modification based on comparison within rather than between trials? 

[  ] Completely between [  ] Mostly between or unclear [ X ] Mostly within [  ] Completely within 

Subgroup analysis or meta-
regression comparing overall effects 
of each individual trial. This is 
typical for aggregate data meta-
analysis. 

Subgroup analysis or meta-
regression with most information 
coming from overall effects, but 
some trials providing within-trial 
subgroup information  

Most trials providing within-trial 
subgroup information; or individual 
participant data analysis that 
combines within and between trial 
information 

Individual participant data analysis 
that separates within from between 
trial information, e.g., meta-
analysis of interactions 

Comment: All trials provided individual participant data. The authors probably first pooled trials within subgroups, then 
compared pooled effects between subgroups. This method combines within and between study information, which is a 
potential limitation. Nevertheless, the suggested effect modification is likely mostly driven by within-study information 

2: For within-trial comparisons, is the effect modification similar from trial to trial? [  ] Not applicable: no or one within-RCT 
comparison 

[  ] Definitely not similar [ X ] Probably not similar or 
unclear 

[  ] Mostly similar [  ] Definitely similar 

Effect modification reported for two 
or more trials and clearly different 
directions  

Effect modification not reported for 
individual trials or too imprecise to 
tell 

Effect modification reported for two 
or more trials, mostly similar in 
direction, but considerable 
differences in magnitude 

Effect modification reported for two 
or more trials, similar in direction, 
only some differences in magnitude 

Comment: Effect modification analysis within individual trials not shown 

3: For between-trial comparisons, is the number of trials large? [  ] Not applicable: no between RCT comparison 

[  ] Very small [  ] Rather small or unclear [ X ] Rather large [  ] Large 

1 or 2 or in smallest subgroup; 5 or 
less in continuous meta-regression 

3-4 in smallest subgroup; 6-10 in
continuous meta-regression 

5-9 in smallest subgroup; 11 to 15
in continuous meta-regression 

10 or more in smallest subgroup; 
more than 15 in continuous meta-
regression 

Comment: 13 trials is a rather large number. This reduces the risk of trial-level confounding 

4: Was the direction of effect modification correctly hypothesized a priori? 
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[  ] Definitely no [ X ] Probably no or unclear [  ] Probably yes [  ] Definitely yes 

Clearly post-hoc or results 
inconsistent with hypothesized 
direction or biologically very 
implausible 

Vague hypothesis or hypothesized 
direction unclear  

No prior protocol available but 
unequivocal statement of a priori 
hypothesis with correct direction of 
effect modification 

Prior protocol available and 
includes correct specification of 
direction of effect modification, 
e.g., based on a biologic rationale

Comment: No information 

5: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider 
irrespective of number of effect modifiers) 

[  ] Chance a very likely 
explanation  

[ X ] Chance a likely 
explanation or unclear 

[  ] Chance may not explain [  ] Chance an unlikely 
explanation 

Interaction or meta-regression p-
value > 0.05 

Interaction or meta-regression p-
value ≤ 0.05 and > 0.01, or no test 
of interaction reported and not 
computable 

Interaction or meta-regression p-
value ≤ 0.01 and > 0.005 

Interaction or meta-regression p-
value ≤ 0.005 

Comment: P=0.017 for chi-square test of trend 

6: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis? 

[  ] Definitely no [ X ] Probably no or unclear [  ] Probably yes [  ] Definitely yes 

Explicitly exploratory analysis or 
large number of effect modifiers 
tested (e.g., greater than 10) and 
multiplicity not considered in 
analysis  

No mention of number or 4-10 
effect modifiers tested and number 
not considered in analysis 

No protocol available but 
unequivocal statement of 3 or fewer 
effect modifiers tested 

Protocol available and 3 or fewer 
effect modifiers tested or number 
considered in analysis 

Comment: At least 8 subgroup analyses performed; no published protocol; potential multiplicity issues are a concern 

7: Did the authors use a random effects model? 

[  ] Definitely no [ X ] Probably no or unclear [  ] Probably yes [  ] Definitely yes 

Fixed (or common) effect or fixed 
effects explicitly stated  

Probably fixed (or common) 
effect(s)  

Probably random (or mixed) effects Random (or mixed) effects explicitly 
stated 

Comment: Not explicitly stated; authors used a fixed effect model for the overall analysis 

8: If the effect modifier is a continuous variable, were arbitrary cut points avoided? [ X ] not applicable: not continuous 

[  ] Definitely no [  ] Probably no or unclear [  ] Probably yes [  ] Definitely yes 

Analysis based on exploratory cut 
point(s), e.g., picking cut point 
associated with highest interaction 
p-value 

Analysis based on cut point(s) of 
unclear origin  

Analysis based on pre-specified cut 
point(s), e.g., suggested by prior 
RCT 

Analysis based on the full 
continuum, e.g., assuming a linear 
or logarithmic relationship 

Comment: 

9 Optional: Are there any additional considerations that may increase or decrease credibility? (manual section 4.9) 

[  ] yes, probably decrease  [ X ] yes, probably increase  

Comment: Possible “dose-response effect”; effect modification consistent across different outcomes 
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10: How would you rate the overall credibility of the proposed effect modification?  
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy: 

• All responses definitely or probably reduced credibility or unclear → very low credibility

• Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses
satisfy credibility criteria

• One response definitely reduced credibility → maximum usually moderate credibility even if all other responses
satisfy credibility criteria

• Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses
satisfy credibility criteria

• No response options definitely or probably reduced credibility → high credibility very likely

Put a mark on the continuous line (e.g., hit “x” in electronic version) 

 X   

Very low credibility Low credibility Moderate credibility High credibility 

Very likely no effect modification 
Use overall effect for each 

subgroup 

Likely no effect modification 
Use overall effect for each 

subgroup 
but note remaining uncertainty 

Likely effect modification 
Use separate effects for each 
subgroup but note remaining 

uncertainty 

Very likely effect modification 
Use separate effects for each 

subgroup 

Comment: Consistency across studies unclear. Prior knowledge unclear. P-value not very small and possibly inflated by 
multiple analyses and use of fixed effect model. 
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4 Practical considerations 
4.1 Assessment in duplicate  
Confidence in the assessment increases if two investigators independently apply ICEMAN, discuss discrepancies, and 
present a version based on their consensus.  

4.2 Reporting  
We recommend specifying use of the instrument in the study protocol and in the methods, results, and interpretation 
sections of the final publication as in the following examples:  

Study protocol: “We will assess the credibility of potentially relevant effect modification using ICEMAN.citation” 

Methods section of publication: “We used ICEMANcitation to assess the credibility of potentially relevant effect 
modification.”  

Results section: “An analysis of effect modification treating age as a continuous effect modifier suggested that the 
benefit of the intervention diminished with increasing age of participants (Figure). We judged the credibility of the 
potential effect modification as low with uncertainty arising from lack of prior evidence and an inconclusive test of 
interaction (see supplement for detailed credibility assessment).” 

Interpretation: “An analysis of effect modification suggested that the effect of the intervention might vary by age, but a 
formal credibility assessment rated the apparent effect modification as likely spurious. Therefore, we recommend 
considering the overall effect estimate for all patients, independent of their age.” 

When presenting the results of ICEMAN, we suggest sticking closely to the wording used in the instrument, which we 
developed based on user-testing.  

We do not recommend reporting overall credibility as a percentage (e.g., 30% credible). 

4.3 Using ICEMAN in combination with other instruments 
ICEMAN can be used in combination with an instrument to assess the risk of bias of main effects such as the Cochrane 
risk of bias tool for RCTs94 or the ROBIS tool for meta-analyses.131 If the overall risk of bias is low, use of ICEMAN is 
straightforward. If the overall risk of bias is substantial, there are three possible responses:  

1) Do not apply ICEMAN because a rating of moderate or high credibility is unlikely, and evidence users are
probably not interested in analyses of effect modification if the overall effect is uncertain.

2) Apply ICEMAN but mention the overall risk of bias as an additional source of uncertainty under additional
considerations.

3) In the context of a meta-analysis, consider the individual studies’ risk of bias as a potential effect modifier,
perform a subgroup analysis based on risk of bias categories, and apply ICEMAN to assess credibility.

ICEMAN is compatible with the GRADE framework to rate the certainty of evidence and strength of recommendations as 
follows133: 
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1) ICEMAN suggests moderate or high credibility: Apply GRADE to subgroup-specific effects estimates. If moderate
credibility, note remaining uncertainty. Considering subgroup-specific estimates may sometimes resolve concerns
due to heterogeneity and consequently increase certainty of evidence and strength of recommendation. If the
candidate effect modifier is methodological quality (e.g., risk of bias assessed by the Cochrane risk of bias tool),
apply GRADE to the high-quality subgroup only.

2) ICEMAN suggests low or very low credibility: Apply GRADE to the overall effect estimate. If low credibility, note
remaining uncertainty, especially if the potential effect modification appears to explain heterogeneity.

5 Additional conceptual considerations 

The assessment assumes skepticism regarding possible effect modification: The instrument reflects the generally 
skeptical view on effect modification found in the theoretical literature and supported by meta-research, including the 
very small proportion of subgroup explorations that show apparent effect modification. Moreover, attempts to replicate 
subgroup effects are rare and, if undertaken, rarely successful.38  

Several elements of the instrument reflect the general skepticism (equivalent to a skeptical prior in Bayesian 
terminology): the combination of response options unclear and probably decreased credibility; using relatively strict 
criteria for response options suggesting increased credibility (though some co-authors would have been even stricter); 
advice to base the overall credibility rating on response options suggesting decreased credibility (rather than averaging 
across individual items); and suggestions for interpreting low credibility as likely to indicate an absence of effect 
modification.  

The assessment is about an association not a causal relationship: Effect modification refers to an association, not 
necessarily a causal relationship. For instance, a treatment effect may credibly vary among levels of a risk score, or body 
weight, although both are not causes of the effect modification. There might be other causal factors associated with 
both the apparent effect modifier and the outcome.7, 50, 134, 135 Unless the patients were randomized to subgroups 
defined by the effect modifier, an analysis of effect modification resembles an observational study, even if applied 
within a randomized controlled trial.7, 134  

A causal interpretation becomes more likely if the ICEMAN rating is high credibility, but may nevertheless remain 
unlikely. The uncertainty regarding causality might have implications for further decision making, in particular if the 
putative effect modifier is an intervention characteristic. Causality is less critical if the effect modifier is a patient 
characteristic and the aim of the analysis is the identification of optimal patient subgroups for applying an intervention.7 

Magnitude and relevance of effect modification are not part of the assessment: ICEMAN does not directly address the 
magnitude of effect modification. Therefore, it is usually not necessary to quantify the effect modification numerically, 
e.g., by specifying a ratio of risk ratios, or the value of an interaction term in a regression model. The only exception is 
the second item in the meta-analysis version that addresses consistency of effect modification across individual studies.

ICEMAN does not address whether a credible effect modification is important to the patient (e.g., whether the outcome 
is patient-important;136 the intervention results in a net benefit when considering multiple outcomes;137 or the analysis is 
appropriate for the research question of interest138). Importance should be considered independently from credibility 
and depends on absolute effects, additional outcomes, and context.  

It may be useful to consider importance of the potential effect modification to any potential course of action first before 
applying ICEMAN. If it is clear that consequences for decision making would not depend on the (potentially credible) 
effect modification, then it may not be worth investing in a credibility assessment. For instance, if an intervention 
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compared to placebo shows a large effect in men and a very large effect in women, it might be unimportant to consider 
whether sex might be a credible effect modifier.  

Choice of effect measure does not inform credibility: ICEMAN does not address whether a chosen effect measure (e.g., 
relative or absolute risk difference) is more or less appropriate. Credibility can be assessed on any scale of interest. The 
instrument addresses credibility on a particular scale that can be specified in the preliminary considerations. 

There is no general consensus in the methodological literature on how to select the optimal effect measure.139, 140 One 
approach is – for binary outcomes - to generally prefer relative over absolute scales. Relative effects are more likely to 
be similar across baseline risk,3, 141 and as a result the heterogeneity of treatment effects is usually substantially lower if 
one chooses relative rather than absolute effects. The impact on heterogeneity is less clear for continuous outcomes.3 
Other authors generally prefer absolute effect measures such as risk differences,140,149 which have some advantages 
(e.g., calculation of number needed to treat) but also disadvantages (e.g., higher heterogeneity across baseline risks 
makes it more difficult to summarize treatment effects as a single number and complicates meta-analysis).141 A common 
recommendation is to analyze the data on a relative scale in which true effect modification is unusual, and then, for 
addressing the magnitude of effect in subgroups when effect modification is credible, calculate magnitude of effects in 
each subgroup using an absolute scale.67  

On using categorical and continuous rather than binary response options for addressing credibility of an effect 
modification claim: Discussions regarding the credibility of effect modification have often used polarizing terminology 
such as true positive versus false positive; confirmatory versus exploratory; or pre-specified versus ad hoc. In reality, 
however, any reasonable assessment of credibility will fall somewhere between definitely true and definitely false. Thus, 
a continuous, probabilistic concept is much more appropriate. ICEMAN uses four categorical response options for the 
core items and a continuous scale for the overall assessment divided into four areas. Making the overall assessment 
continuous instead of categorical results in higher formal ratings of reliability: when two raters differ on a four-point 
scale, they may in fact almost agree on a continuous scale. ICEMAN’s four credibility areas facilitate reporting and are 
likely to be useful for consumers of the instrument ratings.  

On the decision to offer two separate version for RCTs and meta-analyses of RCTs: In developing ICEMAN, we 
considered three main types of studies: individual RCTs, aggregate data meta-analyses, and individual participant data 
meta-analyses. We started with a version that combined all three types of studies but the complexity proved daunting. 
We also considered combining RCTs with individual participant data meta-analyses because both are based on individual 
participant data. Our final decision to separate individual trials and meta-analyses but not individual and aggregated 
data was mainly driven by the following considerations: 1) RCTs are prospective, meta-analyses are retrospective; this 
has consequences for the relative impact of a priori considerations and the concept of confirmation. 2) Most users are 
familiar with distinguishing individual trials from meta-analyses but many users are less familiar with the conceptual 
similarity of RCTs and individual participant data meta-analyses in the context of effect modification. 3) Individual 
participant and aggregate data meta-analysis is not mutually exclusive and combinations of both are possible. 

In special cases, analyses of effect modification performed in multi-center RCTs can be conceptually similar to analyses 
of effect modification performed in meta-analyses. Similar to study differences that can confound apparent patient-level 
differences in a meta-analysis, differences between centers can confound apparent patient-level differences in multi-
center RCTs. In addition, similar to a random effects model applied in a meta-analysis to allow for variation of effects 
across studies, investigators of a multi-center trial might use a random effect model to allow for variation across centers. 
If centers differ substantially, and confounding is a concern, it might therefore be helpful to consider an adapted meta-
analysis version of ICEMAN to claims of effect modification made in multi-center trials in which each center is treated as 
a trial. In general, however, the RCT version should be sufficient because the risk of center-confounding in an RCT is 
likely to be much lower than the risk of study-confounding in a meta-analysis; centers in the context of an RCT are 
usually much more similar than studies included in a meta-analysis. 
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On the choice of different types of random effects models: Simulation studies have shown that use of a fixed effect 
model is associated with a higher risk finding spurious effect modification.63, 110, 117 Question 7 in the meta-analysis 
version of ICEMAN addresses this concern. Another potentially relevant consideration currently not included in ICEMAN 
is whether the specific sub-type of random effects model is more or less appropriate. Some types of random effects 
approaches can be flawed depending on the particular application. Recent publications provide preliminary guidance 
about the choice of model, 142 in particular with respect to issues related to meta-analyses of a small number of 
studies,125, 143-148 but also state that more research is needed before clear recommendations can be made.  
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