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In the first article in this series,1 we presented an ap-
proach to understanding how to estimate a treatment’s
effectiveness that covered relative risk reduction, ab-

solute risk reduction and number needed to treat. But how
precise are these estimates of treatment effect? 

In reading the results of clinical trials, clinicians often
come across 2 related but different statistical measures of an
estimate’s precision: p values and confidence intervals. The p
value describes how often apparent differences in treatment
effect that are as large as or larger than those observed in a
particular trial will occur in a long run of identical trials if in
fact no true effect exists. If the observed differences are suf-
ficiently unlikely to occur by chance alone, investigators re-
ject the hypothesis that there is no effect. For example, con-
sider a randomized trial comparing diuretics with placebo
that finds a 25% relative risk reduction for stroke with a p
value of 0.04. This p value means that, if diuretics were in
fact no different in effectiveness than placebo, we would ex-
pect, by the play of chance alone, to observe a reduction —
or increase — in relative risk of 25% or more in 4 out of
100 identical trials.

Although they are useful for investigators planning how
large a study needs to be to demonstrate a particular mag-
nitude of effect, p values fail to provide clinicians and pa-
tients with the information they most need, i.e., the range
of values within which the true effect is likely to reside.
However, confidence intervals provide exactly that infor-
mation in a form that pertains directly to the process of de-
ciding whether to administer a therapy to patients. If the
range of possible true effects encompassed by the confi-
dence interval is overly wide, the clinician may choose to
administer the therapy only selectively or not at all. 

Confidence intervals are therefore the topic of this arti-
cle. For a nontechnical explanation of p values and their
limitations, we refer interested readers to the Users’ Guides
to the Medical Literature.2

As with the first article in this series,1 we present the in-
formation as a series of “tips” or exercises. This means that
you, the reader, will have to do some work in the course of
reading the article. The tips we present here have been
adapted from approaches developed by educators experi-
enced in teaching evidence-based medicine skills to clini-
cians.2-4 A related article, intended for people who teach

these concepts to clinicians, is available online at www.
cmaj.ca/cgi/content/full/171/6/611/DC1. 

Clinician learners’ objectives

Making confidence intervals intuitive

• Understand the dynamic relation between confidence
intervals and sample size.

Interpreting confidence intervals

• Understand how the confidence intervals around esti-
mates of treatment effect can affect therapeutic decisions.

Estimating confidence intervals for extreme
proportions 

• Learn a shortcut for estimating the upper limit of the
95% confidence intervals for proportions with very
small numerators and for proportions with numerators
very close to the corresponding denominators.

Tip 1: Making confidence intervals intuitive 

Imagine a hypothetical series of 5 trials (of equal dura-
tion but different sample sizes) in which investigators have
experimented with treatments for patients who have a par-
ticular condition (elevated low-density lipoprotein choles-
terol) to determine whether a drug (a novel cholesterol-
lowering agent) would work better than a placebo to
prevent strokes (Table 1A). The smallest trial enrolled only
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See the “Tips for teachers” version of this article online
at www.cmaj.ca/cgi/content/full/171/6/611/DC1. It
contains the exercises found in this article in fill-in-the-
blank format, commentaries from the authors on the
challenges they encounter when teaching these concepts
to clinician learners and links to useful online resources.



8 patients, and the largest enrolled 2000 patients, and half
of the patients in each trial underwent the experimental
treatment. Now imagine that all of the trials showed a rela-
tive risk reduction for the treatment group of 50% (mean-
ing that patients in the drug treatment group were only half
as likely as those in the placebo group to have a stroke). In
each individual trial, how confident can we be that the true
value of the relative risk reduction is important for patients
(i.e., “patient-important”)?5 If you were to look at the stud-
ies individually, which ones would lead you to recommend
the treatment unequivocally to your patients?

Most clinicians might intuitively guess that we could be
more confident in the results of the larger trials. Why is this?
In the absence of bias or systematic error, the results of a trial
can be interpreted as an estimate of the true magnitude of ef-
fect that would occur if all possible eligible patients had been
included. When only a few of these patients are included, the
play of chance alone may lead to a result that is quite differ-
ent from the true value. Confidence intervals are a numeric
measure of the range within which such variation is likely to
occur. The 95% confidence intervals that we often see in
biomedical publications represent the range within which we
are likely to find the underlying true treatment effect.

To gain a better appreciation of confidence intervals, go
back to Table 1A (don’t look yet at Table 1B!) and take a
guess at what you think the confidence intervals might be
for the 5 trials presented. In a moment you’ll see how your

estimates compare to 95% confidence intervals calculated
using a formula, but for now, try figuring out intervals that
you intuitively feel to be appropriate.

Now, consider the first trial, in which 2 out of 4 patients
who receive the control intervention and 1 out of 4 patients
who receive the experimental treatment suffer a stroke.
The risk in the treatment group is half that in the control
group, which gives us a relative risk of 50% and a relative
risk reduction of 50% (see Table 1A).1,6

Given the substantial relative risk reduction, would you
be ready to recommend this treatment to a patient? Before
you answer this question, consider whether it is plausible,
with so few patients in the study, that the investigators might
just have gotten lucky and the true treatment effect is really a
50% increase in relative risk. In other words, is it plausible
that the true event rate in the group that received treatment
was 3 out of 4 instead of 1 out of 4? If you accept that this
large, harmful effect might represent the underlying truth,
would you also accept that a relative risk reduction of 90%,
i.e., a very large benefit of treatment, is consistent with the
experimental data in these few patients? To the extent that
these suggestions are plausible, we can intuitively create a
range of plausible truth of “-50% to 90%” surrounding the
relative risk reduction of 50% that was actually observed.

Now, do this for each of the other 4 trials. In the trial with
20 patients in each group, 10 of those in the control group
suffered a stroke, as did 5 of those in the treatment group.
Both the relative risk and the relative risk reduction are again
50%. Do you still consider it plausible that the true event rate
in the treatment group is 15 out of 20 rather than 5 out of 20
(the same proportions as we considered in the smaller trial)?
If not, what about 12 out of 20? The latter would represent a
20% increase in risk over the control rate (12/20 v. 10/20). A
true relative risk reduction of 90% may still be plausible,
given the observed results and the numbers of patients in-
volved. In short, given this larger number of patients and the
lower chance of a “bad sample,” the “range of plausible truth”
around the observed relative risk reduction of 50% might be
narrower, perhaps from a relative risk increase of 20% (repre-
sented as –20%) to a relative risk reduction of 90%. 

You can develop similar intuitively derived confidence
intervals for the larger trials. We’ve done this in Table 1B,
which also shows the 95% confidence intervals that we cal-
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Table 1A: Relative risk and relative risk reduction observed
in 5 successively larger hypothetical trials

Control event
rate

Treatment
event rate Relative risk, %

Relative risk
reduction, %*

2/4 1/4 50 50
10/20 5/20 50 50
20/40 10/40 50 50
50/100 25/100 50 50
500/1000 250/1000 50 50

*Calculated as the absolute difference between the control and treatment event rates
(expressed as a fraction or a percentage), divided by the control event rate. In the first row
in this table, relative risk reduction = (2/4 –1/4) ÷ 2/4 = 1/2 or 50%. If the control event
rate were 3/4 and the treatment event rate 1/4, the relative risk reduction would be
(3/4 – 1/4) ÷ 3/4 = 2/3. Using percentages for the same example, if the control event rate
were 75% and the treatment event rate were 25%, the relative risk reduction would be
(75% – 25%) ÷ 75% = 67%.

Table 1B: Confidence intervals (CIs) around the relative risk reduction in
5 successively larger hypothetical trials

CI around relative risk reduction, %
Control
event rate

Treatment
event rate

Relative
risk, %

Relative risk
reduction, % Intuitive CI* Calculated 95% CI*†

2/4 1/4 50 50 –50 to 90 –174 to 92
10/20 5/20 50 50 –20 to 90      –14 to 79.5
20/40 10/40 50 50     0 to 90       9.5 to 73.4
50/100 25/100 50 50    20 to 80     26.8 to 66.4
500/1000 250/1000 50 50    40 to 60     43.5 to 55.9

*Negative values represent an increase in risk relative to control. See text for further explanation.
†Calculated by statistical software.



culated using a statistical program called StatsDirect (avail-
able commercially through www.statsdirect.com). You can
see that in some instances we intuitively overestimated or
underestimated the intervals relative to those we derived
using the statistical formulas. 

The bottom line

Confidence intervals inform clinicians about the range
within which the true treatment effect might plausibly lie,
given the trial data. Greater precision (narrower confidence
intervals) results from larger sample sizes and consequent
larger number of events. Statisticians (and statistical soft-
ware) can calculate 95% confidence intervals around any
estimate of treatment effect. 

Tip 2: Interpreting
confidence intervals

You should now have an under-
standing of the relation between the
width of the confidence interval
around a measure of outcome in a
clinical trial and the number of par-
ticipants and events in that study.
You are ready to consider whether a
study is sufficiently large, and the re-
sulting confidence intervals suffi-
ciently narrow, to reach a definitive
conclusion about recommending the
therapy, after taking into account
your patient’s values, preferences and
circumstances. 

The concept of a minimally im-
portant treatment effect proves useful
in considering the issue of when a
study is large enough and has there-
fore generated confidence intervals
that are narrow enough to recom-
mend for or against the therapy. This
concept requires the clinician to
think about the smallest amount of
benefit that would justify therapy.

Consider a set of hypothetical tri-
als. Fig. 1A displays the results of trial
1. The uppermost point of the bell
curve is the observed treatment effect
(the point estimate), and the tails of
the bell curve represent the bound-
aries of the 95% confidence interval.
For the medical condition being in-
vestigated, assume that a 1% absolute
risk reduction is the smallest benefit
that patients would consider to out-
weigh the downsides of therapy.

Given the information in Fig. 1A,

would you recommend this treatment to your patients if
the point estimate represented the truth? What if the upper
boundary of the confidence interval represented the truth?
Or the lower boundary? 

For all 3 of these questions, the answer is yes, provided
that 1% is in fact the smallest patient-important difference.
Thus, the trial is definitive and allows a strong inference
about the treatment decision. 

In the case of trial 2 (see Fig. 1B), would your patients
choose to undergo the treatment if either the point estimate
or the upper boundary of the confidence interval represented
the true effect? What about the lower boundary? The an-
swer regarding the lower boundary is no, because the effect
is less than the smallest difference that patients would con-
sider large enough for them to undergo the treatment. Al-
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Fig. 1: Results of 4 hypothetical trials. For the medical condition under investigation,
an absolute risk reduction of 1% (double vertical rule) is the smallest benefit that pa-
tients would consider important enough to warrant undergoing treatment. In each
case, the uppermost point of the bell curve is the observed treatment effect (the point
estimate), and the tails of the bell curve represent the boundaries of the 95% confi-
dence interval. See text for further explanation.
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though trial 2 shows a “positive” result (i.e., the confidence
interval does not encompass zero), the sample size was inade-
quate and the result remains compatible with risk reductions
below the minimal patient-important difference. 

When a study result is positive, you can determine
whether the sample size was adequate by checking the lower
boundary of the confidence interval, the smallest plausible
treatment effect compatible with the results. If this value is
greater than the smallest difference your patients would
consider important, the sample size is adequate and the trial
result definitive. However, if the lower boundary falls below
the smallest patient-important difference, leaving patients
uncertain as to whether taking the treatment is in their best
interest, the trial is not definitive. The sample size is inade-
quate, and further trials are required. 

What happens when the confidence interval for the ef-
fect of a therapy includes zero (where zero means “no ef-
fect” and hence a negative result)?

For studies with negative results — those that do not ex-
clude a true treatment effect of zero — you must focus on
the other end of the confidence interval, that representing
the largest plausible treatment effect consistent with the
trial data. You must consider whether the upper boundary
of the confidence interval falls below the smallest difference
that patients might consider important. If so, the sample
size is adequate, and the trial is definitively negative (see
trial 3 in Fig. 1C). Conversely, if the upper boundary ex-
ceeds the smallest patient-important difference, then the
trial is not definitively negative, and more trials with larger
sample sizes are needed (see trial 4 in Fig. 1C). 

The bottom line

To determine whether a trial with a positive result is suffi-
ciently large, clinicians should focus on the lower boundary of
the confidence interval and determine if it is greater than the
smallest treatment benefit that patients would consider im-
portant enough to warrant taking the treatment. For studies
with a negative result, clinicians should examine the upper
boundary of the confidence interval to determine if this value
is lower than the smallest treatment benefit that patients
would consider important enough to warrant taking the treat-
ment. In either case, if the confidence interval overlaps the
smallest treatment benefit that is important to patients, then
the study is not definitive and a larger study is needed.

Tip 3: Estimating confidence intervals for
extreme proportions 

When reviewing journal articles, readers often encounter
proportions with small numerators or with numerators very
close in size to the denominators. Both situations raise the
same issue. For example, an article might assert that a treat-
ment is safe because no serious complications occurred in the
20 patients who received it; another might claim near-perfect
sensitivity for a test that correctly identified 29 out of 30
cases of a disease. However, in many cases such articles do
not present confidence intervals for these proportions. 

The first step of this tip is to learn the “rule of 3” for
zero numerators,7 and the next step is to learn an extension
(which might be called the “rule of 5, 7, 9 and 10”) for nu-
merators of 1, 2, 3 and 4.8

Consider the following example. Twenty people un-
dergo surgery, and none suffer serious complications. Does
this result allow us to be confident that the true complica-
tion rate is very low, say less than 5% (1 out of 20)? What
about 10% (2 out of 20)? 

You will probably appreciate that if the true complica-
tion rate were 5% (1 in 20), it wouldn’t be that unusual to
observe no complications in a sample of 20, but for increas-
ingly higher true rates, the chances of observing no compli-
cations in a sample of 20 gets increasingly smaller.

What we are after is the upper limit of a 95% confi-
dence interval for the proportion 0/20. The following is a
simple rule for calculating this upper limit: if an event oc-
curs 0 times in n subjects, the upper boundary of the 95%
confidence interval for the event rate is about 3/n (Table 2).

You can use the same formula when the observed pro-
portion is 100%, by translating 100% into its complement.
For example, imagine that the authors of a study on a diag-
nostic test report 100% sensitivity when the test is per-
formed for 20 patients who have the disease. That means
that the test identified all 20 with the disease as positive and
identified none as falsely negative. You would like to know
how low the sensitivity of the test could be, given that it
was 100% for a sample of 20 patients. Using the 3/n rule
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Table 2: The 3/n rule to estimate the upper limit of the
95% confidence interval (CI) for proportions with 0 in the
numerator

n
Observed
proportion 3/n

Upper limit of
95% CI

20 0/20 3/20   0.15 or 15%
100 0/100 3/100 0.03 or 3%
300 0/300 3/300 0.01 or 1%
1000 0/1000 3/1000  0.003 or 0.3%

Table 3: Method for obtaining an approximation of
the upper limit of the 95% CI*

Observed
numerator

Numerator for calculating
approximate upper limit of 95% CI

0   3
1   5
2   7
3   9
4 10

*For any observed numerator listed in the left hand column, divide the
corresponding numerator in the right hand column by the number of study
subjects to get the approximate upper limit of the 95% CI. For example, if the
sample size is 15 and the observed numerator is 3, the upper limit of the 95%
confidence interval is approximately 9 ÷ 15 = 0.6 or 60%.



for the proportion of false negatives (0 out of 20), we find
that the proportion of false negatives could be as high as
15% (3 out of 20). Subtract this result from 100% to obtain
the lower limit of the 95% confidence interval for the sen-
sitivity (in this example, 85%). 

What if the numerator is not zero but is still very small?
There is a shortcut rule for small numerators other than
zero (i.e., 1, 2, 3 or 4) (Table 3).

For example, out of 20 people receiving surgery imagine
that 1 person suffers a serious complication, yielding an ob-
served proportion of 1/20 or 5%. Using the corresponding
value from Table 3 (i.e., 5) and the sample size, we find that
the upper limit of the 95% confidence interval will be
about 5/20 or 25%. If 2 of the 20 (10%) had suffered com-
plications, the upper limit would be about 7/20, or 35%.

The bottom line

Although statisticians (and statistical software) can calcu-
late 95% confidence intervals, clinicians can readily estimate
the upper boundary of confidence intervals for proportions
with very small numerators. These estimates highlight the
greater precision attained with larger sample sizes and help
to calibrate intuitively derived confidence intervals.

Conclusions

Clinicians need to understand and interpret confidence
intervals to properly use research results in making deci-
sions. They can use thresholds, based on differences that
patients are likely to consider important, to interpret confi-
dence intervals and to judge whether the results are defini-
tive or whether a larger study (with more patients and
events) is necessary. For proportions with extremely small
numerators, a simple rule is available for estimating the up-
per limit of the confidence interval.
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