Although designing and conducting surveys may appear straightforward, there are important factors to consider when reading and reviewing survey research. Several guides exist on how to design and report surveys, but few guides exist to assist readers and peer reviewers in appraising survey methods. We have developed a guide to aid readers and reviewers to discern whether the information gathered from a survey is reliable, unbiased and from a representative sample of the population. In our guide, we pose seven broad questions and specific subquestions to assist in assessing the quality of articles reporting on self-administered surveys (Box 1). We explain the rationale for each question posed and cite literature addressing its relevance in appraising the methodologic and reporting quality of survey research. Throughout the guide, we use the term “questionnaire” to refer to the instrument administered to respondents and “survey” to define the process of administering the questionnaire. We use “readers” to encompass both readers and peer reviewers.

Questions to ask about a survey report

Was a clear objective posed?

Every questionnaire should be guided by a simple, clearly articulated objective that highlights the topic of interest, the type of respondents and the primary research question to be addressed. Readers should use their judgment to determine whether the survey report answered the research question posed.

Was the target population defined, and was the sample representative of the population?

The population of interest should be clearly defined in the research report. Because administering a questionnaire to an entire population is usually infeasible, researchers must survey a sample of the population. Readers should assess whether the sample of potential respondents was representative of the population. Representativeness refers to how closely the sample reflects the attributes of the population. The “sampling frame” is the target population from which the sample will be drawn.

How the sampling frame and potential respondents were identified should be specified in the report. For example, what sources did the authors use to identify the population (e.g., membership lists, registries), and how did they identify individuals within the population as potential respondents? Sample selection can be random (probability design [simple random, systematic random, stratified random or cluster sampling]) or deliberate (nonprobability design), with advantages and disadvantages associated with each sampling strategy (Table 1). Except for cluster sampling, investigators rely on lists of individuals with accurate and up-to-date contact information (e.g., postal or email addresses, telephone numbers) to conduct probability sampling.

Readers should consider how similar the individuals invited to participate in the survey were to the target population based on the data sources and sampling strategy used, the technique used to administer the survey questionnaire and the respondents’ demographic data.

Was a systematic approach used to develop the questionnaire?

Questionnaire development includes four phases: item generation, item reduction, formatting and pretesting. Readers should discern...
whether a systematic approach was used to develop the questionnaire and understand the potential consequences of not using a methodical approach. Use of a systematic approach to questionnaire development reassures readers that key domains were not missed and that the authors carefully considered the phrasing of individual questions to limit the chance of misunderstanding. When evaluating questionnaire development, readers should ask themselves whether the methods used by the authors allowed them to address the research question posed.

First, readers should assess how items for inclusion in the questionnaire were generated (e.g., literature reviews, in-depth interviews or focus group sessions, or the Delphi technique involving experts or potential respondents). In item generation, investigators identify all potential constructs or items (ideas, concepts) that could be included in the questionnaire with the goal of tapping into important domains (categories or themes) of the research question. This step helps investigators define the constructs they wish to explore, group items into domains and start formulating questions within domains. Item generation continues until they cannot identify new items.

Second, readers should assess how the authors identified redundant items and constrained the number of questions posed within domains, without removing important constructs or entire domains, with the goal of limiting respondent burden. Most research questions can be addressed with at least five domains and 25 or fewer items. To determine how the items were reduced in number, readers should examine the process used (e.g., investigators may have conducted interviews or focus groups), who was involved (e.g., external appraisers or experts) and how items were identified for inclusion or exclusion (e.g., use of binary responses [in/out], ranking [ordinal scales], rating [Likert scales] or statistical methods).

Next, readers should review the survey methods and the appended questionnaire to determine whether measures were taken by the authors to limit ambiguity while formatting question stems and response options. Each question should have addressed a single construct, and the perspective from which each question was posed should be clear. Readers should examine individual question stems and response formats to ensure that the phrasing was simple and easily understood, each question addressed a single item, and the response formats were mutually exclusive and exhaustive. Closed-ended response formats, whereby respondents are restricted to specific responses (e.g., yes or no) or a limited number of categories, are the most frequently used and the easiest to aggregate and analyze. If necessary, authors may have included indeterminate responses and “other” options to provide a comprehensive list of response options. Readers should note whether the authors avoided using terminology that could be perceived as judgmental, biased or absolute (e.g., “always,” “never”) and avoided using negative and double-barrelled items that may bias responses or make them difficult to interpret.

**Box 1: A guide for appraising survey reports**

1. Was a clear research question posed?
   1a. Does the research question or objective specify clearly the type of respondents, the topic of interest, and the primary and secondary research questions to be addressed?

2. Was the target population defined, and was the sample representative of the population?
   2a. Was the population of interest specified?
   2b. Was the sampling frame specified?

3. Was a systematic approach used to develop the questionnaire?
   3a. **Item generation and reduction:** Did the authors report how items were generated and ultimately reduced?
   3b. **Questionnaire formatting:** Did the authors specify how questionnaires were formatted?
   3c. **Pretesting:** Were individual questions within the questionnaire pretested?

4. Was the questionnaire tested?
   4a. **Pilot testing:** Was the entire questionnaire pilot tested?
   4b. **Clinimetric testing:** Were any clinimetric properties (face validity or clinical sensibility testing, content validity, inter- or intra-rater reliability) evaluated and reported?

5. Were questionnaires administered in a manner that limited both response and nonresponse bias?
   5a. Was the method of questionnaire administration appropriate for the research objective or question posed?
   5b. Were additional details regarding prenotification, use of a cover letter and an incentive for questionnaire completion provided?

6. Was the response rate reported, and were strategies used to optimize the response rate?
   6a. Was the response rate reported (alternatively, were techniques used to assess nonresponse bias)?
   6b. Was the response rate defined?
   6c. Were strategies used to enhance the response rate (including sending of reminders)?
   6d. Was the sample size justified?

7. Were the results clearly and transparently reported?
   7a. Does the survey report address the research question(s) posed or the survey objectives?
   7b. Were methods for handling missing data reported?
   7c. Were demographic data of the survey respondents provided?
   7d. Were the analytical methods clear?
   7e. Were the results succinctly summarized?
   7f. Did the authors’ interpretation of the results align with the data presented?
   7g. Were the implications of the results stated?
   7h. Was the questionnaire provided in its entirety (as an electronic appendix or in print)?
Lastly, readers should note whether pretesting was conducted. Pretesting ensures that different respondents interpret the same question similarly and that questions fulfill the authors’ intended purpose and address the research question posed. In pretesting, the authors obtain feedback (e.g., written or verbal) from individuals who are similar to prospective respondents on whether to accept, reject or revise individual questions.

Was the questionnaire tested?
Several types of questionnaire testing can be performed, including pilot, clinical sensibility, reliability and validity testing. Readers should assess whether the investigators conducted formal testing to identify problems that may affect how respondents interpret and respond to individual questions and to the questionnaire as a whole. At a minimum, each questionnaire should have undergone pilot testing. Readers should evaluate what process was used for pilot testing the questionnaire (e.g., investigators sought feedback in a semi-structured format), the number and type of people involved (e.g., individuals similar to those in the sampling frame) and what features (e.g., the flow, salience and acceptability of the questionnaire) were assessed. Both pretesting and pilot testing minimize the chance that respondents will misinterpret questions. Whereas pretesting focuses on the wording of the questionnaire, pilot testing assesses the flow and relevance of the entire questionnaire, as well as individual questions, to identify unusual, irrelevant, poorly worded or redundant questions and responses. Through testing, the authors identify problems with questions and response formats so that modifications can be made to enhance questionnaire reliability, validity and responsiveness.

Readers should determine whether additional testing (e.g., clinical sensibility, inter- or intra-rater reliability, and validity testing) was conducted and, if so, the number and type of participants involved in each assessment.

Clinical sensibility testing addresses the comprehensiveness, clarity and face validity of the questionnaire. Readers should assess whether such an assessment was made and how it was done (e.g., use of a structured assessment sheet with either a Likert scale or nominal response format). Clinical sensibility testing reassures readers that the investigators took steps to identify missing or redundant items, evaluated how well the questionnaire addressed the research question posed and assessed whether existing questions and responses were easily understood.

Reliability testing determines whether differences in respondents’ answers were due to poorly designed questions or to true differences within or between respondents. Readers should assess whether any reliability testing was conducted. In intra-rater (or test–retest) reliability testing, investigators assess whether the same respondent answered the same questions consistently when administered at different times, in the absence of any expected change. With internal consistency, they determine whether items

| Table 1: Commonly used strategies for probability sampling |
|---------------------|-----------------|-----------------|----------------|-----------------|
| Sampling design     | Description                                             | Advantages                                               | Disadvantages                                          |
| Simple random       | • Every individual in population has equal chance of being included in the sample | • Requires little advance knowledge of population          | • May not capture specific groups                      |
|                     | • Potential respondents are selected using various techniques (e.g., lottery process or random-number generator) | • May not be efficient                                     | • Ordering of elements in sampling frame may create biases |
| Systematic random   | • Starting point on a list is randomly chosen, and individuals are selected at prespecified intervals | • High precision                                          | • May not capture specific groups                      |
|                     | • Starting point and sampling interval are determined by required sample size | • Easy to analyze data and compute sampling errors         | • May not be efficient                                 |
| Stratified random   | • Potential respondents are organized into strata or categories and sampled using simple or systematic sampling within strata to ensure possible representation of specific groups | • Captures specific groups                                | • Requires advance knowledge of population               |
|                     | • Sampled proportion can be proportionate or disproportionate across strata | • Disproportionate sampling possible                       | • More complex to analyze data and compute sampling errors |
| Cluster             | • Population is divided into clusters that are mutually exclusive, heterogeneous and exhaustive | • Lower field costs                                       | • More complex to analyze data and compute sampling errors |
|                     | • Clusters are sampled in a stepwise manner              | • Enables sampling of groups if individuals not available | • Lowest precision                                     |

Adapted, with permission, from Aday and Cornelius.10
within a construct are associated with one another. A variety of statistical tests can be used to assess test–retest reliability and internal consistency. Test–retest reliability is commonly reported in survey articles. Substantial or near-perfect reliability scores (e.g., intraclass correlation coefficient > 0.61 and 0.80, respectively) should reassure readers that the respondents, when presented with the same question on two separate occasions, answered it similarly. Types of validity assessments include face, content, construct and criterion validity. Readers should assess whether any validity testing was conducted. Although the number of validity assessments depends on current or future use of the questionnaire, investigators should have assessed at a minimum the face validity of their questionnaire during clinical sensibility testing. In face validity, experts in the field or a sample of respondents similar to the target population determine whether the questionnaire measures what it aims to measure. In content validity, experts assess whether the content of the questionnaire includes all aspects considered essential to the construct or topic. Investigators evaluate construct validity when specific criteria to define the concept of interest are unknown; they verify whether key constructs were included using content validity assessments made by experts in the field or using statistical methods (e.g., factor analysis). In criterion validity, investigators compare responses to items with a gold standard.

**Was the questionnaire administered in a manner that limited both response and nonresponse bias?**

Although a variety of techniques (e.g., postal, telephone, electronic) can be used to administer questionnaires, postal and electronic (email or Internet) methods are the most common. The technique chosen depends on several factors, such as the research question, the amount and type of information desired, the sample size, available personnel and financial resources. The selected administration technique may result in response bias and ultimately influence how well survey respondents represent the target population. For example, telephone surveys will tend to identify respondents at home, and electronic surveys are more apt to be answered by those with Internet access and computer skills. Moreover, although electronic questionnaires are less labour intensive to conduct than postal questionnaires, their response rates may be lower.

Readers should assess the alignment between the administration technique used and the research question posed, the potential for the administration technique to have influenced the survey results and whether the investigators made efforts to contact nonrespondents to limit nonresponse bias.

**Was the response rate reported, and were strategies used to optimize the response rate?**

Readers should examine the reported survey methods and results to determine whether the response rates (numerators and denominators) align with the definition of the response rates provided, whether a target sample was provided and whether the investigators used specific strategies to enhance the response rate. A high response rate (i.e., > 80%) minimizes the potential for bias due to absent responses, ensures precision of estimates and generalizability of survey findings to the target population and enhances the validity of the questionnaire.

The “sampling element” refers to the respondents for whom information is collected and analyzed. To compute accurate response rates, readers need information on the number of surveys sent (denominator) and the number of surveys received (numerator). They should then examine characteristics of the surveys returned and identify reasons for nonresponse. For example, returned questionnaires may be classified as eligible (completed) or ineligible (e.g., returned and opted out because it did not meet eligibility criteria or self-reported as ineligible). Questionnaires that were not returned may represent individuals who were eligible but who did not wish to respond or participate in the survey or individuals with indeterminate eligibility. Readers should also determine how specific eligibility circumstances (e.g., return-to-sender questionnaires, questionnaires completed in part or in full) were managed and analyzed by the investigators. Transparent and replicable formulas for calculating response rates are continually being developed and updated by the American Association for Public Opinion Research. The use of standardized formulas enables comparison of response rates across surveys. Investigators should define and report the response rates (overall and for prespecified subgroups) and provide sufficient detail to understand how they were computed. This information will help readers to verify the computations and determine how closely actual and target response rates align.

To optimize the number of valid responses, authors should report a sample size estimate based on anticipated response rates. An a priori computation of the sample size helps guide the number of respondents sought and, if realized, increases readers’ confidence in the survey results.
rates below 60%, between 60% and 70%, and 70% or higher have all traditionally been considered acceptable, with lower mean rates reported among physicians (54%–61%) than among nonphysicians (68%). A recent meta-analysis of 48 studies identified an overall survey response rate of 53% among health professionals. A rate of 60% or higher among physicians is reasonable and has face validity. Notwithstanding, some authors feel that there is no scientifically established minimum acceptable response rate and assert that response rates may not be associated with survey representativeness or quality. In such instances, the more important consideration in determining representativeness is the degree to which sampled respondents differ from the target population (or nonresponse bias), which can be assessed using a variety of techniques.

Relevant or topical research questions are more likely to garner interest and enthusiasm from potential respondents and favourably influence response rates. Readers should assess whether potential respondents received a pre-notification statement and an incentive (monetary or nonmonetary) for completing the questionnaire, and what type and number of reminder questionnaires were issued to nonrespondents. All of these factors can enhance response rates. In Tables 2 and 3, we summarize strategies shown to substantially influence response rates to postal and electronic questionnaires in a large meta-analysis.

---

### Table 2: Strategies that enhance or reduce the response rate to mailed questionnaires

<table>
<thead>
<tr>
<th>Strategy</th>
<th>No. of studies</th>
<th>No. of participants</th>
<th>Odds ratio (95% CI)</th>
<th>Heterogeneity*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enhances response rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary incentive</td>
<td>94</td>
<td>160 004</td>
<td>1.87 (1.73–2.03)</td>
<td>84</td>
</tr>
<tr>
<td>Recorded delivery</td>
<td>15</td>
<td>18 931</td>
<td>1.76 (1.43–2.18)</td>
<td>71</td>
</tr>
<tr>
<td>Teaser on envelope†</td>
<td>1</td>
<td>190</td>
<td>3.08 (1.27–7.44)</td>
<td>NA</td>
</tr>
<tr>
<td>More interesting topic</td>
<td>3</td>
<td>2 711</td>
<td>2.00 (1.32–3.04)</td>
<td>80</td>
</tr>
<tr>
<td>Prenotification</td>
<td>47</td>
<td>79 651</td>
<td>1.45 (1.29–1.63)</td>
<td>89</td>
</tr>
<tr>
<td>Follow-up contact</td>
<td>19</td>
<td>32 778</td>
<td>1.35 (1.18–1.55)</td>
<td>76</td>
</tr>
<tr>
<td>Unconditional incentive</td>
<td>24</td>
<td>27 569</td>
<td>1.61 (1.36–1.89)</td>
<td>88</td>
</tr>
<tr>
<td>Shorter questionnaire</td>
<td>56</td>
<td>60 119</td>
<td>1.64 (1.43–1.87)</td>
<td>91</td>
</tr>
<tr>
<td>Second copy of questionnaire at follow-up</td>
<td>11</td>
<td>8 619</td>
<td>1.46 (1.13–1.90)</td>
<td>82</td>
</tr>
<tr>
<td>Mention of obligation to respond</td>
<td>3</td>
<td>600</td>
<td>1.61 (1.16–2.22)</td>
<td>0</td>
</tr>
<tr>
<td>University sponsorship</td>
<td>14</td>
<td>21 628</td>
<td>1.32 (1.13–1.54)</td>
<td>83</td>
</tr>
<tr>
<td>Nonmonetary incentive</td>
<td>94</td>
<td>135 934</td>
<td>1.15 (1.08–1.22)</td>
<td>79</td>
</tr>
<tr>
<td>Personalized questionnaire</td>
<td>58</td>
<td>60 184</td>
<td>1.14 (1.07–1.22)</td>
<td>63</td>
</tr>
<tr>
<td>Handwritten address</td>
<td>7</td>
<td>5 091</td>
<td>1.25 (1.08–1.45)</td>
<td>14</td>
</tr>
<tr>
<td>Stamped return envelope†</td>
<td>27</td>
<td>48 612</td>
<td>1.24 (1.14–1.35)</td>
<td>69</td>
</tr>
<tr>
<td>Assurance of confidentiality</td>
<td>1</td>
<td>25 000</td>
<td>1.33 (1.24–1.42)</td>
<td>NA</td>
</tr>
<tr>
<td>First class outward mailing</td>
<td>2</td>
<td>8 300</td>
<td>1.11 (1.02–1.21)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Reduces response rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Questions of sensitive nature</td>
<td>10</td>
<td>21 393</td>
<td>0.94 (0.88–1.00)</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: CI = confidence interval, NA = not applicable.

*The $I^2$ statistic describes the percentage of total variance across studies that can be attributed to heterogeneity (differences within and between studies) rather than to chance. Typically, $I^2$ statistic thresholds of 0% to 40%, 40% to 60%, 60% to 90% and > 90% represent between-study heterogeneity that might not be important or that might be moderate, substantial or considerable, respectively.

A $\chi^2$ test is typically used to assess heterogeneity. Because this test has low power in most meta-analyses (e.g., when studies have few patients and studies are few in number), a significant result may indicate a problem with heterogeneity; however, a nonsignificant result may not represent the absence of heterogeneity. Consequently, a $p$ value < 0.1, rather than < 0.05, is usually used to determine statistical significance.

†Comment that implies participants may benefit from opening envelope.

‡Versus franked return envelope.
Were the results reported clearly and transparently?

The reported results should directly address the primary and secondary research questions posed. Survey findings should be reported with sufficient detail to be clear and transparent. Readers should assess whether the methods used to handle missing data and to conduct analyses have been reported. They should also determine if the authors’ conclusions align with the data presented and whether the authors have discussed the implications of their findings. Readers should review the demographic data on the survey respondents to determine how similar or different the sampling frame is from their own population. Finally, they may wish to review the questionnaire, which ideally should be appended as an electronic supplement, to align specific questions with reported results.

Although several guides have been published for reporting survey findings, survey methods are often poorly reported, leaving readers to question whether specific steps in questionnaire design were conducted or simply not reported. In a review of 117 published surveys, few provided the questionnaire or core questions (35%), defined the response rate (25%), reported the validity or reliability of the instrument (19%), discussed the representativeness of the sample (11%) or identified how missing data were handled (11%). In another review of survey reporting in critical care, Duffett and colleagues identified five key features of high-quality survey reporting: a stated question (or objective); identification of the respondent group; the number of questionnaires distributed; the number of returned questionnaires completed in part or in full (or a response rate); and the methods used to deal with incomplete surveys. They identified additional methodologic features that should be reported to aid in interpretation and to limit bias: the unit of analysis (e.g., individual, hospital, city); the number of potential respondents who could not be contacted; the rationale for excluding entire questionnaires from the analysis; and the type of analysis conducted (e.g., descriptive, inferential or higher level analysis). Finally, they highlighted the need for investigators to provide demographic data about respondents and to append a copy of the questionnaire to the published survey report. With transparent reporting, readers will be able to identify the strengths and limitations of survey studies more easily and to determine how applicable the results are to their setting.

Discussion

The seven broad questions and specific subquestions posed in our guide are designed to help

| Table 3: Strategies that enhance or reduce the response rate to electronic questionnaires |
|-----------------------------------------------|-----------------|------------------|-----------------|-----------------|
| **Strategy**                                  | **No. of studies** | **No. of participants** | **Odds ratio (95% CI)** | **Heterogeneity*** |
| Enhances response rate                        |                  |                  |                  |                  |
| Nonmonetary incentive                         | 6                | 17 493           | 1.72 (1.09–2.72)   | 96 < 0.001       |
| Shorter questionnaire                         | 2                | 7 589            | 1.73 (1.40–2.13)   | 68 0.08          |
| Statement that others had responded           | 1                | 8 586            | 1.52 1.36–1.70     | NA NA            |
| More interesting topic                        | 1                | 2 176            | 1.85 (1.52–2.26)   | NA NA            |
| Lottery with immediate notification of results| 1                | 2 233            | 1.37 (1.13–1.65)   | NA NA            |
| Offer of survey results                       | 1                | 2 332            | 1.36 (1.15–1.61)   | NA NA            |
| Use of a white background                     | 1                | 6 090            | 1.31 (1.10–1.56)   | NA NA            |
| Personalized questionnaire                    | 12               | 48 910           | 1.24 (1.17–1.32)   | 41 0.07          |
| Simple header                                 | 1                | 5 075            | 1.23 (1.03–1.48)   | NA NA            |
| Textual representation of response categories | 1                | 5 413            | 1.19 (1.05–1.36)   | NA NA            |
| Deadline given                                | 1                | 8 586            | 1.18 (1.03–1.34)   | NA NA            |
| Picture included in email                     | 2                | 720              | 3.05 (1.84–5.06)   | 19 0.3           |
| Reduces response rate                         |                  |                  |                  |                  |
| Survey mentioned in email subject line        | 2                | 3 845            | 0.81 (0.67–0.97)   | 0 0.3            |
| Male signature in email message               | 2                | 720              | 0.55 (0.38–0.80)   | 0 0.96           |

Note: CI = confidence interval, NA = not applicable. *See Table 2 for explanation of heterogeneity.
readers assess the quality of survey reports systematically. They assess whether authors have posed a clear research question, gathered information from an unbiased and representative sample of the population and used a systematic approach to develop and test their questionnaire. They also probe whether authors defined and reported response rates (or assessed nonresponse bias), adopted strategies to enhance the response rate and justified the sample size. Finally, our guide prompts readers to assess the clarity and transparency with which survey results are reported. Rigorous design and testing, a high response rate, and appropriate interpretation and reporting of analyses enhance the credibility and trustworthiness of survey findings.

Although surveys may be categorized under the umbrella of observational research, there are important distinctions between surveys and other observational study designs (e.g., case–control, cross-sectional and cohort) that are not captured by the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) framework. For example, with surveys, authors question respondents to understand their attitudes, knowledge and beliefs, whereas with observational studies, investigators typically observe participants for outcomes. Reasons for nonresponse and nonparticipation in surveys are often unknown, whereas individuals can be accounted for at various stages of observational studies. Survey researchers typically do not have detailed information about the characteristics of nonrespondents, whereas in observational studies, investigators may have demographic data for eligible participants who were not ultimately included in the cohort. Although they bear some similarities to observational studies, surveys have unique features of development, testing, administration and reporting that may justify the development and use of a separate reporting framework.

Our guide has limitations. First, we did not conduct a systematic review with the goal of critically appraising, comparing and synthesizing guidelines and checklists for reporting survey research. As a result, our guide may not include some items thought to be important by other researchers. Second, our guide is better suited to aiding readers in evaluating reports of self-administered questionnaires as opposed to interviewer-administered questionnaires. Third, although it does not bear directly on the methodologic quality of questionnaires, we did not address issues pertaining to research ethics approval and informed consent. Although ethics approval is required in Canada, it is not mandatory for conducting survey research in some jurisdictions. Completion and return of questionnaires typically implies consent to participate; however, written consent may be required to allow ongoing prospective follow-up, continued engagement and future contact. Finally, our intent was to develop a simple guide to assist readers in assessing and appraising a survey report, not a guidance document on how to conduct and report a survey. Although our guide does not supplant the need for a well-developed guideline on survey reporting, it provides a needed framework to assist readers in appraising survey methods and reporting, and it lays the foundation for future work in this area.
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**Resources**
- American Association for Public Opinion Research (www.aapor.org)
- Best practices for survey research and public opinion (www.aapor.org/AAPORKentico /Standards-Ethics/Best-Practices.aspx)